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Università di Pisa
Dipto. Informatica
Largo Bruno Pontecorvo,3
56127 PISA
Italy
Email: vannesch@di.unipi.it

Library of Congress Control Number: 2007930612

Towards Next Generation Grids: Proceedings of the CoreGRID Symposium 2007
Edited by Thierry Priol and Marco Vanneschi

ISBN 978-0-387-72497-3 e-ISBN 978-0-387-72498-0

Printed on acid-free paper.

c© 2007 Springer Science+Business Media, LLC
All rights reserved. This work may not be translated or copied in whole or in part without the written
permission of the publisher (Springer Science+Business Media, LLC, 233 Spring Street, New York, NY
10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection
with any form of information storage and retrieval, electronic adaptation, computer software, or by similar
or dissimilar methodology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks, and similar terms, even if they are
not identified as such, is not to be taken as an expression of opinion as to whether or not they are subject
to proprietary rights.

9 8 7 6 5 4 3 2 1

springer.com



Contents

Foreword ix
Contributing Authors xv

Part I Service Level Agreement and Quality of Service

NextGRID Architectural Concepts 3
David Snelling, Ali Anjomshoaa, Francis Wray, Achim Basermann, Mike Fisher, Mike
Surridge, Philipp Wieder

Virtual Domain Sharing in e-Science based on Usage Service Level Agreements 15
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Foreword

The symposium was organised by the Network of Excellence CoreGRID
funded by the European Commission under the sixth Framework Programme
IST-2003-2.3.2.8 starting September 1st, 2004 for a duration of four years.
CoreGRID aims at strengthening and advancing scientific and technological
excellence in the area of Grid and Peer-to-Peer technologies. To achieve
this objective, the network brings together a critical mass of well-established
researchers (155 permanent researchers and 168 PhD students) from forty one
institutions who have constructed an ambitious joint programme of activities.

The final programme has been organized into eight sessions (parallel ses-
sions are denoted by letters A and B):

1.A. Service Level Agreement and Quality of Service
1.B. Trust, Security and Virtual Organization
2.A. Programming with Software Components
2.B. Communication and Networking
3.A. Job, Information and Resource Management
3.B. Programming Methodology
4.A. Workflow Management
4.B. Data Management

The Service Level Agreement and Quality of Service session presents the Next-
GRID architectural principles and components to support a SLA framework and
service construction and composition (Snelling, Anjomshoaa); the NextGRID
approach is further developed in (Tserpes, Kyriazis, Menychtas, Varvarigou,
Silvestri, Laforenza) through a design pattern for SLA monitoring and eval-
uating in business applications. Moreover, this session contains a solution to
the virtual domain sharing based on usage SLA (Dumitrescu, Iosup, Sonmez,
Mohamed, Epema), and an optimal algorithm for the replica-management opti-
mization problem taking into account of QoS and bandwidth constraints (Rehn).

In the Trust, Security and Virtual Organization session, two papers are
derived from the XtreemOS project: in (Yang) the XtreemOS vision of native
VO support and management, as well as a preliminary security architecture, is



x

presented; in (Lakhani) the security support is analyzed and evaluated using the
attacker tree methodology. Moreover, (Arenas, Silaghi, Silva) present a repu-
tation model tailored to service-oriented architectures through the exploitation
of monitoring supports. The approach based on dedicated hardware virtual
machines for service deployment is investigated in (Kuba, Kouril, Prochazka).

Programming issues are discussed in three distinct sections on Components,
Methodology, and Workflow, respectively.

In the Programming with Software Components session, the paper by
(Malawski, Bubak, Buade, Caromel, Henrio, Morel) deals with the prob-
lemof interoperabilityofcomponentmodels throughacase studycentered
on CCA and the Fractal-based GCM model. (Schmidt, Benker, Lucka)
propose a framework based upon CCA layered in top of Web services and
the Vienna Grid Environment. The problem of dynamic adaptability of
component-based applications is studied in (André, Bouziane, Buisson,
Pazat, Perez) with reference to the master-worker model of computation.

In the Programming Methodology session, three issues are investigated:
an approach to the evaluation and refinement of Grid applications through
a formal specification in Orc exploting domain knowledge information
(Danelutto, Kilpatrick, Aldinucci); a generic framework for the analysis
and performance evaluation of legacy application migration (Enaganti,
Damodaran, Chakrabarti); and the study of trade-offs between different
code tranfer techniques, namely WS-GRAM and a higher order com-
ponent approach, in a bioinformatics case (Dumitrescu, Duennweber,
Luedeking, Gorlatch, Raicu, Foster).

IntheWorkflowManagementsession, (Qin, Wieczorek, Fahringer)present
a light-weight workflow engine based on just-in-time scheduling, auto-
matically generated performance predictions and task prioritization. The
support of specific computation models at the workflow level is studied in
(Kacsuk, Farkas, Sipos, Hermann, Kiss) with reference to master-worker
applications in the context of the P-GRADE portal, and in (Villazon,
Junaid, Siddiqui, Fahringer) with reference to a set of patterns for porting
applications on the grid.

In the session Job, Information and Resource Management, the paper by
(Xing, Corcho, Goble, Dikaiakos) discusses an evaluation framework for infor-
mation services in the context of EGEE infrastructures. An approach to a Grid
architecture based on a set of independent and composable tools for middle-
ware, brokering and submission is presented in (Elmroth, Gardfjäll, Norberg,
Tordsson, Ostgerg). Monitoring job status and resource usage, according to
a user-oriented and interactive approach, is described in (Mueller, Nuemann,
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William). Finally, in (Ziegler, Eickermann, Kirtchakova, Wäldrick, Barz, Pilz)
an integrated network and resource management system is presented based on
the unifying concept of Bandwidth on Demand.

The session Data Management contains two contributions: (Dickens) studies
the integration of a real-time classification mechanism into an high-performance
data-transfer system, exploiting packet patterns and statistics; (Alonso Lopez,
Torres, L. Silva, P.F: Silva) present a software rejuvenation scheme to improve
the availability of Grid services and apply it to OGSA-DAI server crashes.

The session Communication and Networking contains contributions on the
application and specialization of communication techniques to grid architec-
tures. (Steffenel, Jeannot) study a two-phase implementation and performance
model of the all-to-all mechanism in a context characterized by high congestion
of network resources. (Agapi, Kielmann, Bal) address the scalability problem
of routing packets on multiple, router-disjoint paths in the Internet using large-
scale overlay networks, proposing and evaluating a synthetic coordinates-based
approach. (Moser, Haridi) investigate atomic commitment in a transactional
database on top of a DHT, aiming to reduce the number of communication
rounds and metadata amount and to achieve dynamic adaptability.

The Programme Committee who made the selection of papers included:

Arenas, A., RAL-CCLRC, UK
Atkinson, M., University of Edinburgh, UK
Badia, R., Technical University of Catalonia, Spain
Banâtre, J-P., University of Rennes 1/INRIA, France
Bal, H., Free University Amsterdam, The Netherlands
Bubak, M., Inst. of Comp. Sci. and Cyfronet, Poland
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David Snelling
Fujitsu Laboratories of Europe Limited, Hayes, Middlesex, UB4 8FE, United Kingdom
david.snelling@uk.fujitsu.com

Ali Anjomshoaa, Francis Wray
EPCC, University of Edinburgh, Edinburgh, EH9 3JZ, United Kingdom
ali@epcc.ed.ac.uk, f.wray@epcc.ed.ac.uk

Achim Basermann
NEC Europe Limited, C&C Research Laboratories, D-53757 Sankt Augustin, Germany
basermann@ccrl-nece.de

Mike Fisher
BT Group Chief Technology Office, London, EC1A 7AJ, United Kingdom
mike.fisher@bt.com

Mike Surridge
IT Innovation Centre, Southampton, SO16 7NP, United Kingdom
ms@it-innovation.soton.ac.uk

Philipp Wieder
Central Institute for Applied Mathematics, Research Centre Jülich, 52425 Jülich, Germany
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Abstract This paper outlines the conceptual model of the NextGRID architecture. This
conceptual model consists of a set of architectural principles and a simple
decomposition of the architecture in order to facilitate common understanding of
the architecture and its development.

Keywords: Grid Architecture, Service Level Agreement, Service Grid.
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1. Introduction
The NextGRID project vision is of future Grids, which are economically

viable; in which new and existing business models are possible; in which
development, deployment and maintenance are easy; and in which the pro-
visions for security and privacy give confidence to businesses, consumers and
the public.

The goal and primary output of NextGRID is to define the architecture of
the Next Generation Grid. This will prepare the way for the mainstream use
of Grid technologies and their widespread adoption by organisations and indi-
viduals from across the business and public domains. In addition to the design
of architectural Grid concepts, the NextGRID architecture will facilitate the
development of key middleware components, application support mechanisms,
know-how and standards that underpin the Next Generation Grid.

2. NextGRID Architectural Principles
The NextGRID architectural principles define the overall characteristics of

the NextGRID architecture and outline its key components. These principles
define the personality of the NextGRID architecture.

The primary architectural principles of the NextGRID project are:

Service Level Agreement Driven Dynamics: All interactions in
NextGRID are predicated by a Service Level Agreement (SLA)
that is dynamically created and aims to ensure that the relation-
ship between a provider and a consumer is well defined and under-
stood. This SLA based approach applies to all service interactions,
thereby providing a uniform framework for the management and
operation of all Quality of Service (QoS) aspects.

Service Construction and Composition: As a dynamic Grid in-
frastructure, NextGRID provides extensive capabilities for service
construction and composition. This includes traditional interface
composition, various forms of workflow-enabled orchestration,
and support for the dynamic extension of service capabilities.

Minimal Service Infrastructure: All services operating in a Next-
GRID environment can expect to find a minimal service infrastruc-
ture. This infrastructure is manifested as a set of capabilities, such
as service lifetime management or service registries, which are
either available in the environment or exhibited by peer services.

2.1 Service Level Agreement Driven Dynamics
A successful NextGRID architecture will have a number of stakeholders,

ranging from the large multi-national enterprise organisations, down through
the large nationally based enterprises, service providers, small and medium
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sized enterprises, academic institutions and individual end users. Interactions
will most likely involve a combination of these parties.

A SLA covers the entire lifecycle of the interaction with a service provider,
from the negotiation of the QoS that the consumer can expect, through to the
deployment, execution and monitoring of the service to decommissioning.

2.1.1 Overview of Service Level Agreements. NextGRID believes
that SLAs should be used to build relationships between service providers and
consumers. Neither the service provider nor the consumer will gain a significant
advantage by violating a SLA. The customer will not get the service they require,
and the provider’s reputation will be damaged. It is proposed, therefore, to
have a framework that is less focused on monitoring of every element of every
transaction in isolation, but is rather more focused on providing an overall level
of service in terms of the business being carried out.

We believe that a SLA is a key component to be considered at all stages
in the lifecycle of a service provision. The policies for managing the service,
the mechanisms for monitoring it, and the acceptable quality of service terms
to offer to a consumer should be produced at the same time as the service is
designed and developed. This ensures that the required information is available
to be able to guarantee the QoS levels necessary, such that a consumer will
consider entering into an agreement with a provider to use a service.

2.1.2 SLA Structure and Contents. A SLA exists between two parties,
the service provider and the consumer. By building a robust and non-ambiguous
SLA framework, the need for trusted third parties, who provide independent
verification of monitoring information to give confidence to the consumer, can
be reduced and replaced with the provider and consumer performing their own
monitoring in a mutually trusting way.

Therefore, a considerable amount of work in NextGRID has been focusing
on the structure of the SLA, so it can provide all the information that other
components require, in a standard, structured way that allows for automated and
more economic processing. We see the SLA as containing not only information
relating to the specific guarantees offered on the performance of the service,
what we categorise as dynamic terms, but also relating to the commercial due
diligence terms, which we categorise as static terms.

Static terms describe the policies in place in the environment in which the
service will be deployed and executed. They are less likely to change be-
tween many SLAs between two parties. In dynamic terms, we identify higher
level terms, which are closer to those understood by consumers or applications.
Guarantees are offered on these terms.

Service levels must be defined in terms of the value delivered to the customer.
It would be a bad idea to reveal what computational resources would be used
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to deliver a service, as these suggest a much lower value to the customer. Of
course, the service provider has to know how to manage their resources to
deliver the specified results, and what the business-level consequences will be
if they experience a resource shortfall.

To make this work, mapping mechanisms are needed as shown in Figure 1: to
translate business-level objectives defined in a SLA into resource management
policies that can be applied at the technical level within the service provider’s
environment, and to translate technical-level monitoring information into busi-
ness level consequences that can be compared with a SLA, and used to provide
meaningful feedback to the consumer.

Business Perspective

Technical Perspective

Consumer
Service

Provider

Service

Guarantees

License /
Customer

Obligations

SLA

Figure 1. Business level SLAs and technical resource management are related, but logically
separated into a business perspective and a technical perspective, respectively.

2.1.3 Protocol. Negotiation of a SLA should be as flexible as possible,
but at the same time aligned with the negotiated service’s lifetime. It is coun-
terproductive to use a protocol needing a longer time span to negotiate than is
expected for performing the requested service.

To keep the negotiation effort as low as possible, NextGRID employs a
discrete offer protocol: the service provider offers the service customer some
services (e.g. Services A, B and C), from which the service customer has to
choose one. There is no scope for negotiation as the parameters of the offered
services are fixed. In a symmetric fashion, the customer may also make the
offer and have it accepted or rejected by the provider.
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2.2 Service Construction and Composition
The NextGRID architecture is intended to support rapid and dynamic fed-

eration of resources to support user communities. Architecturally, we assume
that applications may be constructed by composing NextGRID services, each
of which has a set of common properties and behaviours. When executing ap-
plications, we can assume that certain core infrastructure services or properties
are available in the environment of the application. A key requirement is that
such federation mechanisms should result in architecturally self-similar struc-
tures that are themselves amenable to NextGRID composition rules, leading to
an environment that enables recursive service composition.

The basic modes of service composition are:

Resource sharing: arises when the consumer of a service shares
it with another consumer. Resource sharing is strictly a federation
between consumers. It makes the consumers part of a related set
of interactions as seen by the service provider. Resource sharing
is very important for business Grids.

Resource orchestration: arises when a consumer of two services
asks them to interact in some fashion. This process effectively
combines resources from two service providers to meet the needs
of the common consumer.

Resource encapsulation: arises when a service provider delivers
a service to a customer through a third party service provider, with
no direct interactions between the third party service provider and
the consumer.

2.2.1 Implications for SLAs. Resource sharing and orchestration both
involve the creation of new bilateral relationships with a service, which are ini-
tiated by an existing consumer. Every bilateral relationship should be governed
by a SLA. Our investigations suggest that it should be possible to automatically
infer the terms of a new SLA from the terms of original SLAs in place with the
consumer. Resource encapsulation does not impose requirements on individual
SLAs, but has implications for the overall SLA architecture.

Figure 1 shows that there should always be a mapping between the terms of
a SLA related to a service, and the technical management policies and actions
needed to deliver that service. The view of encapsulation as a resource pattern
then becomes useful in the design of SLAs and for SLA management mecha-
nisms. Instead of using a single mapping mechanism directly from the business
level to the resource level, one can introduce intermediate level services and
simplify the mappings at each stage.

Figure 2 shows an example of this approach, in which 4 distinct levels are
identified. Here the communication (and agreement) between a service con-
sumer and a service provider is on the business level. Instead of mapping
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Figure 2. SLAs and different service levels.

directly to the fabric (computational resource, disk space, networks, etc), this
service is provided by encapsulating other services, each encapsulation being
governed by its own SLA. The management policies specify the requirements
to be met by SLAs from the layer below and the monitoring and corrective
action to be used to detect and recover from any breaches of those SLAs.

2.3 Minimal Service Infrastructure
The key aspects of a minimal Grid infrastructure lead to a minimal set of

expected Grid service behaviours. These aspects are:
Communication – protocols and languages through which NextGRID
components communicate;
Behaviour – interfaces which dictate service behaviour are imple-
mented (actually inherited) by all NextGRID components;
Management systems – those service management systems, e.g.
for Naming and Addressing for service discovery, which are always
available to Grid users and services; and
Schemas – schemas that underpin NextGRID concepts.

Withrespect tobehavioural interfaces, it isadesignrequirementforNextGRID
services to expose a minimal behavioural interface. The minimal Grid behav-
iour implemented by all NextGRID entities is largely driven by the degree of
basic management functionality required by all services. Information discov-
ery and service introspection provide the requirements for some of this basic
management functionality. These behaviours are now being described in a
document as a NextGRID Basic Profile.
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3. NextGRID Architectural Decomposition
In order to help understand and build the architectural vision of the NextGRID

project, some form of system decomposition is necessary. Frequently, systems
can be decomposed into a layered architecture, where each layer communicates
only with its adjacent layers. However, increasing complexity of Grid systems
has resulted in the erosion of this simple approach, with some aspects of the
system (e.g. security and messaging) spanning all layers of the architecture.

The NextGRID architecture is decomposed into four concepts, as follows:

Schemas: Components of a system need a set of common schemas
to communicate. The primary schema categories are: Message
schemas: describing the contents of messages; Naming and
Addressing schemas: providing data structures (based on WS-
Addressing [1]) to address and access services; Security schemas:
defining the format for policy and token contents and the basis for
token and policy languages; SLA schemas: defining the
negotiation and agreement languages for QoS agreements; Service
Description schemas: defining the service discovery framework;
Activity schema: providing the language to describe activities
(e.g. programme executions and Web Service invocations); and
Query schemas: providing the infrastructure for searching ser-
vice and information registries.

These schemas are the glue that ties the various systems, which constitute
the other three concepts of the NextGRID architecture, as follows:

Management Systems: These components provide the minimal
support for the NextGRID architecture to operate, but do not de-
fine any operational functions. They are approximately parallel
to the basic schema categories discussed above. The bulk of the
NextGRID architecture is concerned with these systems.

Functional Systems: These components provide the conceptual
framework for any functional activities that can be carried out.
Their detailed definition is not part of the NextGRID architecture.
They can be roughly categorised in terms of their relationship to
data, and their functions exhibit some commonality in terms of
cost-per-performance prediction. They are served by NextGRID
Management Systems.

Orchestration Systems: These components manage the dynamic
composition of services, facilitated by orchestration systems rang-
ing from simple service invocators, through to complex workflow
processing engines.

Figure 3 depicts this decomposition and some of the interactions expected
between the components.
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Figure 3. Overview of NextGRID Component Model and basic interactions.

3.1 Management Systems
3.1.1 Naming and Addressing. A naming service should be autono-
mous, scalable, distributed, secure, reliable, trusted, and have global scope.
Desirably, the naming scheme (and a name resolution service) should also
be fast, efficient, extensible and support internationalisation. The NextGRID
Naming Service will be a combination of the Handle.net [2] system and a Web
Services front end based on the WS-Naming [3] profile.

The operational capabilities of the naming service include: (1) creation of
a contextual and unique name; (2) verification of a user selected name for
uniqueness; and (3) access to the registry of addresses and aliases for a given
name.

Use-cases for naming and addressing reveal several actors. Firstly, a name
creator, who either requests or validates a name for an entity and then registers
that name with some information (e.g. address or alias) pertaining to that name.
The other primary actor is the address (or information) finder, who uses the name
as input to query a registry for information about (e.g. address of) the named
entity.

3.1.2 Security Facility. NextGRID provides dynamic authorisation and
claims based security. The Security Tokens and Dynamic Authorisation ser-
vices are simple services that are easy to create and operate, but their com-
bination enable services to decide dynamically, on a request by request basis,
whether a certain action or request is permitted.
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There are two services that are central to the security facility. These are:
The Token Manager: a Policy Decision Point that provides security access
tokens based on policy information pertaining to the entities to be accessed and
the claims made by a requestor; and The Policy Manager: provides interfaces
for administrating the policy that governs access to a service.

The fundamental characteristic that makes these services unique to NextGRID
is the emphasis placed on dynamic decision-making and policy management.
NextGRID security and access policy can change dynamically throughout the
lifecycle of a SLA based interaction between two entities.

3.1.3 SLA Management. The NextGRID SLA management system is
autonomous. Once instantiated the system needs to include capabilities for ne-
gotiation of new SLAs, and for providing support for SLAs currently in effect.
The latter includes monitoring running SLAs for QoS; accounting for SLA ex-
ecution during and on completion; and enforcement of post-execution require-
ments, e.g. penalties and bonuses. These need to take place autonomously from
the service provider’s perspective or, if desired, by using trusted third parties.
It is hoped that using trusted third parties for SLA management can be avoided
in the NextGRID architecture through employing sufficient trust anchors.

3.1.4 Registry. In dynamic Grid environments, service endpoints cannot
be hard-coded into applications. Rather, the location of available services,
which meet the immediate needs of a consumer, must be found dynamically at
application run-time. Service registries in NextGRID allow clients to search for
required services among a set of available services. Multiple registries are used
to support different environments and can exist in hierarchies for scalability.

3.2 Functional Systems
The NextGRID functional systems consists of a set of components that pro-

vide the conceptual framework for any functional activities that can be car-
ried out using the NextGRID architecture. These functional systems can be
described in terms of their relation to data.

3.2.1 Data Access. Access to data will be made available through data
services. Data in all forms including, streams, sequences, files, images, traces,
databases and archives provide input to analyses and models used by businesses,
researchers, designers and decision makers. Abstractly, data access can be
described as data where it is now.

3.2.2 Data Transfer. Like for data access, data transfer to and from data
resources will be made available through data services. Additionally, the long-
term goal will be to support a multitude of data transport protocols which provide
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both file transfer and remote movement of data as part of another operation.
Such operations include database query or update processing, reading individual
elements within a file, or consuming streams of data from live sources, e.g.
scientific instruments, online market tickers, etc. Abstractly, data transfer can
be thought of as the movement of data in space.

3.2.3 Data Processing. All computation in a NextGRID architecture
can be thought of as falling within the conceptual model of data processing.
This includes simple data transformations, such as compression or encryption,
or more complicated scenarios, such as multi-part queries and in general the
transformation of raw data into information or knowledge. A major aspect of
this NextGRID functional system is the description of data through various types
of metadata. Abstractly, data processing can be described as the movement of
data in meaning.

3.2.4 Data Storage. As data and information are generated on a Grid,
the issue of data storage must be addressed. Storage in the context of Grids
has a wider remit than in conventional contexts. The need for replica man-
agement, distributed coherency, pre-processing to reduce transfer bandwidth
requirements, and security and integrity constraints all add up to create a more
complex problem. Abstractly, data storage can be described as the movement
of data in time.

3.3 Orchestration Systems
Orchestration systems manage the dynamic composition of services in the

NextGRID architecture. Dynamic composition of NextGRID services is facili-
tated by orchestration systems ranging from simple service invocators, through
to complex workflow processing engines. The work on this aspect of the decom-
position of NextGRID is just beginning to have an impact on the architecture,
and few details are available at this stage.
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Abstract Today’s Grids, Peer-to-Peer infrastructures or any large computing collaborations
are managed as individual virtual domains (VDs) that focus on their specific
problems. However, the research world is starting to shift towards world-wide
collaborations and much bigger problems. For this trend to realize, the already
existing collection of many resources and services needs to be shared across
owning VDs in secure and efficient ways, and at the least administrative costs. In
this paper we identify the requirements for and propose a specific solution based
on usage service level agreements (uSLAs) for this problem of VD sharing.
Further, we propose an integrated architecture that provides uSLA-based access
to resources, supports the recurrent delegation of usage rights, and provides fault-
tolerant resource co-allocation.

Keywords: Resource Management, Virtual Domains, Usage Service Level Agreements
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1. Introduction
E-Science, defined as large-scale, grand-challenge science carried out through

distributed global collaborations enabled by the Internet and requiring access
to very large scale computing resources [17], is starting to become a common
research paradigm [11, 14]. For this vision to materialize, the already existing
infrastructures and services need to be shared across existing virtual domains
(VDs) in secure and efficient ways, and to be operated at the smallest costs.

Resource owners from multiple VDs, i.e., multi-clusters [6] or computational
Grids [7, 10, 15], pool together more and more resources. VD providers may
be virtual organizations (VOs [9]- if they also own resources), simple collabo-
rations of companies providing outsourcing services, national Grid infrastruc-
tures, groups of scientific laboratories, or universities that provide access to
their resources.

In this paper we address the problem of VD sharing. We first describe the
characteristics of this problem, and the principles of our usage service level
agreement (or uSLA) based approach. Secondly, we analyze the requirements
of any Grid scheduling service to provide uSLAs-based support for intra- and
inter-VD sharing. Further, we propose an integrated architecture that addresses
the identified requirements, starting from an already existing Grid scheduling
architecture, KOALA [13]. To make the architecture viable in real envi-
ronments, we finally propose specific algorithms for resource brokering and
scheduling, which we compare by means of simulations in several possible
scenarios. We end the paper with our conclusions.

2. Virtual Domain Sharing
In this section we describe our envisaged VD sharing problem, the generic

requirements and a uSLA-based solution for it. We start with a real scenario
stemming from the european Grid community, which will serve as a guide to
the reader’s intuition throughout the rest of the paper.

2.1 Motivating Scenario
Consider the following scenario, in which two large-scale computing in-

frastructures, namely Grid’5000 [2] and the Distributed ASCI Supercomputer
(DAS) [6], are combined into a 3, 000 CPU-strong Grid system:
→ Infrastructure: DAS is a wide-area computer system in the Netherlands
that is used for research on parallel, distributed, and Grid computing. DAS
has been built in three successive waves in the past 10 years, resulting in three
independent sets of resources: the new DAS-3, the production-level DAS-2,
and the somewhat outdated DAS-1. Grid’5000 is the counterpart of DAS in
France, and is currently at its first building wave.
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→Operation: The resources composing DAS have been provided over time by
more than seven different organizations, and are currently clustered into twelve
sites. However, as one building wave occurs, the previous infrastructure is
declared obsolete, and only the few users with very high computational demands
continue accessing it. Within DAS, resources are shared equally among all the
participating organizations, except for a few agreements: Any application can-
not run for more than 15 minutes from 08:00 to 20:00, and larger projects can
reserve at most 50% of the resources in advance, and use them for periods not
exceeding two weeks. Similarly to DAS, Grid’5000 comprises over ten clusters,
shared equally amongst more than ten organizations.
→ VD Sharing: DAS wants to share its newest component, DAS-3, with
Grid’5000. The sharing mechanism will ensure that the Grid’5000 users do
not get too many resources. In case of usage imbalances, automated actions
specified as penalties, will be enforced until the penalty period expires, or the
administrators cancel it. The Grid’5000 is made available to the DAS users,
under similar restrictions.

Similar situations occur for other large-scale Grid communities that target
collaboration, e.g., the LHC Computing Grid [7] (over 200 sites, over 40,000
CPUs, over 25,000 storage elements with 3 PB storage), NorduGrid [15] (over
20 sites, over 4,000 resources), and OSG/Grid3 [10] (over 3,000 resources).
Also, due to the administrative constraints by allowing a resource allocation
mechanism (i.e., including co-allocation) to operate unrestricted, the system is
exposed to overload from the exterior. A particular problem is that of a large
VD’s load fraction overloading a small VD. Therefore, this work complements
our previous work by introducing a needed mechanism to prevent such events.
Without this extension, co-allocation would not be implementable in practice.

2.2 Problem Overview
The VD sharing problem is expressed as follows: resource providers (univer-

sities, national laboratories or VOs) give resource consumers (specific groups
of interests, e.g., scientists from different domains) access to resources of het-
erogeneous nature (e.g., processors, disk space, but also software licenses, ser-
vices, etc.) under specific agreements. We categorize the resource providers as
domains, VDs and VOs. We further categorize the resource consumers as VOs,
groups, and users. A VD (e.g., a Grid system or a Peer-to-Peer infrastructure)
consists of several domains (e.g., institutions or universities). Each domain
clusters resources of a heterogeneous nature; to avoid confusion with the VD,
and to punctuate the single physical location of resources, from hereon we will
use the term site to denote a domain. Within a VD, a multi-level hierarchy of
groups and VOs exists. Users are members of a group within a certain VO, and
may submit jobs to their own site or others.
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Figure 1. The uSLA-based Scheduling Architecture based on the KOALA Scheduler.

2.3 Requirements for Virtual Domain Sharing
In order to foster collaborations among VDs, specific mechanisms must

be designed to allow the provisioning of resources based on pre-negotiated
agreements and local preferences. Important challenges for inter-VD resource
management can arise in practice from the lack of automated mechanisms for
uSLA discovery, publication, from the complexity of the uSLA operations to
be performed (to satisfy the transitive resource delegations), or from the sheer
number of resource providers and consumers involved. To support controlled
VD sharing by means of uSLAs, we identify as mandatory the following key
requirements: (a) uSLA support for situations with and without contention and a
semantic to ensure that both consumers and providers can establish well defined
agreements upon which resources are used; (b) support for uSLA management:
storage, location, enforcement, and translation of transitive uSLAs as needed by
resource management; (c) support for enhanced scheduling algorithms to take
advantage of the uSLAs made available through various means; and (d) tools to
help the consumer make an informed resource selection through uSLA-aware
brokering algorithms.

3. uSLA-based Scheduling and VD Sharing
In this section we present our uSLA-based architecture for inter-VD sharing.

Koala is implemented as a two layer co-allocation scheduler, and consumer
requests are handled by means of a specialized component, the service manager
or Runner, a controller that ensures the completion of the user’s request.

3.1 Scheduling Architecture and Algorithms
The enhanced architecture is depicted in Figure 1. A runner sends a request

to the Koala’s engine to instantiate on the consumer behalf an execution
environment, in which the user’s request can be run unto completion. The
Koala engine calls the scheduling service, which creates an extended virtual
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environment, where the user is allowed to run, according to the associated uSLAs
and previous accounting records. The scheduling service can sometimes rely
on a specialized uSLA brokering services for building this extended virtual
environment, like GRUBER [5]. Then, the scheduling service calls the broker-
ing service, and the brokering service verifies the uSLAs, and recommends an
extended virtual environment. After creating this environment, the scheduling
service applies the scheduling policies, filtering the extended virtual environ-
ment until the final execution environment is identified (see Algorithm 1).

Algorithm 1 uSLA-BRKG-A: Brokering algorithm using decayed usage.
Input:

Request← user request;
Threshold← acceptable penalty threshold;
Virtual Domains← list of virtual domains, their parameters, and uSLAs;

Output:
Result← the list of the top-n resources (initially �)

1: for each V Di in Virtual Domains do
2: sort uSLAs by applicability range, into uSLAs-Srt
3: isVDEligible← TRUE
4: for window w in 1..n do
5: compute consumer utilization on V Di

6: while first rule from uSLAs-Srt ∩ window do
7: pop first rule from uSLAs-Srt, as Rule
8: if Request breaks Rule and Rule.Penalty > Threshold then
9: isVDEligible← FALSE

10: if isVDEligible is TRUE then
11: Score← BrokerPolicy ( V Di , Request )
12: Result← Result ∪ ( V Di , Score )

3.2 The uDecay uSLA
The way udecay is defined is crucial for the behavior of KOALA [12]. In

practice, the most encountered decay function is Fj = k, where k is a constant
factor, e.g., 50%. For a busy system with interactive and batch jobs, a constant
factor close to 1 will enforce lower usage shares for heavy users, effectively
permitting the interactive job users to work. For a lightly loaded system, setting
the decay factor close to 0 will help decrease the decayed utilization rapidly,
which allows the users a new complete allocation of resources. Clearly, a
constant decay factor cannot accommodate systems with high variations in
demand, and various types of users [8].

DU = U0 + U1 · F1(S1) + ... + Un ·
n∏

j=1

Fj(Sj) (1)
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Our operator set is a set of per-window decay functions which map from the
system state to a decay factor for the given window, O = {Fi}, with Fi the
decay function for the ith window. We assume that system utilizations (Si for
the ith window), and consumer utilizations (Ui for the ith window) are available,
as well as the maximum number n of historic usages (windows). With these
notations, the decayed usage is given by Equation 1.

4. Validation Approach, Results and Recommendations
Because the integration work for DAS – Grid’5000 environment is still in

progress, we perform our analysis by means of simulations using GangSim [4].

4.1 Scenarios and uSLAs
The experimental setup follows a common workload in e-Science settings:

the execution of many instances of BLAST, a bio-informatics application. We
consider a slighlty larger environment than the one exemplified in Section 2.
Three consumers each submit a workload to five VDs. The four uSLAs con-
sidered for comparison are [3, 8]:
→ no-limit uSLA (no-limit) is a statement that specifies no limit. Resources
are acquired on a first come first executed basis [3];
→commitment-limit uSLA (commitment): specifies two upper limits, an
epoch limit Repoch and a burst limit Rburst, and requires intervals, Tepoch and
Tburst. A job is admitted if (a) the average resource utilization for its VO is less
than the corresponding Repoch over Tepoch, and (b) there are idle nodes and the
average resource utilization for the VO is less than Rburst over Tburst [3];
→ time-decay uSLA (decay) is a statement that specifies a single limit instead
and a decay function for each time interval in the past [12].
→ usage-decay uSLA (udecay) is the uSLA introduced in Section 3.1.

4.2 Workloads
The employed workloads arrive at the external schedulers under a Poisson

distribution; the job lengths are sampled from a Gaussian distribution with an
average of 300s; the input files have size between 1kb and 5kb. In each scenario,
we use two types of aggregated workloads. The first type is synchronous:
all consumers submit their jobs in the same time. For the second type, un-
synchronous, consumers submit their jobs at different time moments. The
simulation interval is 1h in all cases, while the scheduling strategies at both the
VO and site levels are FCFS. The VO workloads and allocations are:
→ Balanced Workloads and Equal Allocations Scenario: workloads are
composed of 400, 600 and 500 jobs. The rules under which domains share
their resources are 30%, 30%, and 30%, with burst limits of 60%, 60%, and
50% in the commitment uSLA case. The udecay parameters are 1, 0.5, 0.2, 0.1,
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and 0.0 for 100%, 50%, 20%, 10%, and 0% utilizations, while the time decay
parameters are set to 1, 0.5, 0.2, and 0.1;
→Un-Balanced Workloads and Equal Allocations Scenario: For the second
scenario, we use three workloads composed of 160, 800, and 400 jobs; the
uSLAs and decay parameters are similar to the previous scenario;
→ Balanced Workloads and Un-Equal Allocations Scenario: For the last
scenario, workloads and decay parameters are as for the first scenario, with
400, 600, and 500 jobs per workload, but resources are shared under different
allocations, namely, 20%, 40%, and 30% and burst allocations of 30%, 60%,
and 50% for the commitment uSLA.

4.3 Performance Metrics
The performance metrics considered for analysis are [3–4]:

→ Aggregated resource utilization (Util ): represents the ratio of the CPU
time actually consumed by the N jobs executed during the period considered
to the total CPU time available.
→ Total job completion per site, VO or overall (Comp): measures the total
number of jobs from a given set that are completed.
→ Average Grid response time (Response): is computed as the average time
per job that elapses from job submission to an external queue until startup;
→ Average starvation factor (Starv): represents the ratio of the resources
requested and available, but not provided to a user, to the resources consumed
by the user (ETi), where i represents a site index. Its equation is:

Starv =
N∑

i=1

min(STi, RTi)/
N∑

i=1

ETi (2)

→ uSLA violation ratio (Violation): represents the ratio of CPU consumed by
users (BETi) to the total CPU power. The formula for this quantity is:

Violation =
N∑

i=1

BETi/(# of cpus ∗ ∆t) (3)

4.4 Simulation Results
In this section we present our simulation results for four uSLA, two workload

types, and three parameter variations.
Balanced Workloads and Equal Allocations Scenario: Tables 1 and 2

capture the five performance metric values for the four uSLAs. The udecay
uSLA offers the best overall performance. It is the second best in terms of total
system utilization, but the difference between no-limit and udecay is minimal.
This difference is explained by the balancing introduced by udecay compared
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uSLA / Metric Util (%) Comp (%) Response Starv (%) Violation (%)
no-limit 90.16 93.57 252.49 13.14 –
commitment 88.22 91.71 233.89 11.83 24.00
decay 79.62 84.28 263.81 15.15 26.63
udecay 89.55 92.07 218.16 10.65 22.60

Table 1. Results for Equal Allocations and Balanced Synchronized Workloads

uSLA / Metric Util (%) Comp (%) Response Starv (%) Violation (%)
no-limit 87.62 90.71 226.91 13.08 –
commitment 83.75 87.78 248.33 12.17 24.27
decay 79.56 82.14 256.94 14.18 25.79
udecay 85.61 88.21 238.94 11.09 22.70

Table 2. Results for Equal Allocations and Balanced Un-Synchronized Workloads

uSLA / Metric Util (%) Comp (%) Response Starv (%) Violation (%)
no-limit 86.26 93.14 225.10 11.03 –
commitment 70.65 76.5 244.54 17.66 27.33
decay 73.06 80.34 246.17 14.34 25.09
udecay 79.64 89.35 226.03 9.66 20.97

Table 3. Results for Equal Allocations and Un-Balanced Synchronized Workloads

to the no-limit one. We must also note in the udecay case the low value for
the Starv factor, which indicates that jobs entitled to run acquire fast enough
allocated resources.

Un-Balanced Workloads and Equal Allocations Scenario: For this sce-
nario, Tables 3 and 4 capture the five metric values for the four uSLAs. The
udecay outperforms the commitment and decay uSLAs in terms of all metrics.
It is the second best in terms of the total system utilization, while the difference
with the no-limit uSLA is again minimal.

Balanced Workloads and Un-Equal Allocations Scenario: Tables 5 and 6
capture the five metric values. The udecay does not perform as well as before,

uSLA / Metric Util (%) Comp (%) Response Starv (%) Violation (%)
no-limit 81.90 92.5 196.35 10.83 –
commitment 66.47 82.07 314.08 19.28 28.57
decay 79.90 89.92 215.60 9.44 20.28
udecay 78.95 91.42 226.37 8.74 19.74

Table 4. Results for Equal Allocations and Un-Balanced Un-Synchronized Workloads
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uSLA / Metric Util (%) Comp (%) Response Starv (%) Violation (%)
no-limit 90.16 93.57 252.49 13.14 –
commitment 79.58 79.04 298.56 18.50 29.00
decay 72.98 74.16 241.14 16.87 27.96
udecay 84.82 86.21 239.06 10.97 22.39

Table 5. Results for Un-Equal Allocations and Balanced Synchronized Workloads

uSLA / Metric Util (%) Comp (%) Response Starv (%) Violation (%)
no-limit 87.62 90.71 226.91 13.08 –
commitment 74.84 78.28 300.56 19.61 29.91
decay 73.62 74.25 239.18 15.39 11.17
udecay 84.32 89.12 235.49 11.17 22.73

Table 6. Results for Un-Equal Allocations and Balanced Un-Synchronized Workloads

Param. / Metric Util (%) Comp (%) Response Starv (%) Violation (%)
Slow (.8, .5, .2, .1) 82.51 85.78 285.12 5.09 15.79
Medium (.5, .2, .1) 85.61 88.21 238.94 11.09 22.70
Fast (.2,.1) 87.67 89.5 193.99 12.05 23.51

Table 7. Results for Different Decay Parameters

but still offers the best performance in terms of Starv and Violation metrics.
The udecay performs better in terms of Response metric and the motivation is
the un-balance of workloads which makes the historical share to be forgotten
before a new wave of jobs start.

The Influence of Decay Parameters: The last set of simulations compares
the performance of different decay functions for the udecay uSLA. Our results
are captured in Table 7. As can be observed, for the set of high decay values
fewer resources are obtained by all consumers, thus the lowest values (first
columns). However, the Starv and Violation metrics are lower due to the free
resources always available for the slow starters.

4.5 Lessons and Recommendations
Controlled resource sharing within very large environments is difficult in

practice, due to the number and the complexity of participants, their local pref-
erences and software. We believe that uSLA-based resource sharing provides
a strong starting point for building environments in which resources are shared
under owner preferences. While the uSLAs proposed in this paper are compre-
hensive, we expect that in the near future new semantics will be required for
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other integration efforst. Economy-based sharing models represent an alterna-
tive to be considered for augmenting or replacing uSLA-based sharing.

5. Related Work
Current solutions for controlling resource access in large scale distributed

systems focus extensively on enabling resource sharing among a virtual envi-
ronment participants [3, 16].

Scheduling in Parallel for Heterogeneous Independent NetworXs (SPHINX)
[16] is our first example of a framework for policy-based scheduling of Grid-
enabled only resources. The framework has three main features. First, the
scheduling strategy can control the request assignment to Grid resources by
adjusting resource usage accounts or request priorities. Second, resource usage
management is achieved by assigning usage quotas to intended users. Third,
the scheduling method supports reservation based resource allocation and QoS.

Grid Service Broker [1], a part of GridBus project, mediates instead access
to distributed resources by (a) discovering suitable data sources for a given
analysis scenario, (b) suitable computational resources, (c) optimally mapping
analysis jobs to resources, (d) deploying and monitoring job execution on se-
lected resources, and (e) accessing data from remote source during execution.

The last work we mention here is GRUBER [5], a uSLA-based broker, aimed
at addressing the challenging issues that can arise within VDs that integrate par-
ticipants and resources spanning multiple administrative domains. GRUBER
represents the closest work to our proposed architecture.

6. Summary and Conclusions
Our intra- and inter-domain sharing mechanisms are based on uSLAs that

permit consumers to use resources up to specified levels, for specified peri-
ods of time. Based on resource usage patterns encountered in real large-scale
environments, we employ a generic, load-dependent mechanism for accounting
resource consumption, i.e., the decay-based mechanism. Our proposed uSLA-
based architecture manages the definition, storage, location, and enforcement
of uSLAs, and offers support for the recurrent delegation of resource usage
rights amongst parties. Being based on a proved Grid scheduling infrastruc-
ture, the Koala Grid scheduler, our architecture provides fault-tolerant re-
source co-allocation. The architecture includes two uSLA-based components
for resource management and for user decision support, which also employ the
udecay-based mechanism: a scheduler and a broker.
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Abstract This paper deals with the replica placement problem on fully homogeneous tree
networks known as theReplica Placementoptimization problem. The client
requests are known beforehand, while the number and location of the servers are
to be determined. We investigate the latter problem using the Closest access
policy when adding QoS and bandwidth constraints.

In this paper, we state that the extension of Closest/Homogeneous with QoS
to bandwidth keeps polynomial. This is an important cognition, as the postulated
constraints are of different nature. QoS is a constraint that belongs to a node
locally, whereas bandwidth constraints have a global influence on the resources.
We propose an optimal algorithm in two passes using dynamic programming.

Keywords: Replica placement, tree networks, Closest policy, quality of service, bandwidth
constraints.
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1. Introduction
This paper deals with the problem of replica placement in tree networks with

Quality of Service (QoS) guarantees and bandwidth constraints. Informally,
there are clients issuing several requests per time-unit, to be satisfied by servers
with a given QoS and respecting the bandwidth limits of the interconnection
links. The clients are known (both their position in the tree and their number
of requests), while the number and location of the servers are to be determined.
A client is a leaf node of the tree, and its requests can be served by one or
several internal nodes. Initially, there are no replicas; when a node is equipped
with a replica, it can process a number of requests, up to its capacity limit
(number of requests served by time-unit). Nodes equipped with a replica, also
called servers, can only serve clients located in their subtree (so that the root, if
equipped with a replica, can serve any client); this restriction is usually adopted
to enforce the hierarchical nature of the target application platforms, where a
node has knowledge only of its parent and children in the tree. Every client has
some QoS constraints: its requests must be served within a limited time, and
thus the servers handling these requests must not be too far from the client.

The rule of the game is to assign replicas to internal nodes so that some
optimization function is minimized and QoS as well as bandwidth constraints
are respected. Typically, this optimization function is the total utilization cost
of the servers. We restrict the problem to the most popular access policy called
Closest, where each client is allowed to be served only by the closest replica in
the path from itself up to the root.

In this paper we study this optimization problem, called Replica Place-

ment, and we restrict the QoS in terms of number of hops. This means for
instance that the requests of a client who has a QoS range of 5 must be treated
by one of the first five internal nodes on the path from the client up to the tree
root.

We point out that the distribution tree (clients and internal nodes) is fixed
in our approach. This key assumption is quite natural for a broad spectrum of
applications, such as electronic, ISP, or VOD service delivery. The root server
has the original copy of the database but cannot serve all clients directly, so a
distribution tree is deployed to provide a hierarchical and distributed access to
replicas of the original data.

In this paper we propose an efficient algorithm called Optimal Replica
Placement (ORP) to determine optimal locations for placing replicas in the
Replica Placement problem including QoS and bandwidth. Our work
provides an extension of the algorithm of Lin et al [6], which was already
mentioned above. Lin et al [6]proposed an algorithm Place-replica to find
an optimal set of replicas on homogeneous data grid trees including QoS con-
straints in terms of distance but without bandwidth constraints. Our approach
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leads to two extensions. First of all, we separate the set of clients from the
set of servers. Lin et al also suppose clients to be leaf nodes, but with the
double functionality of a server and client. Our separation allows that client
nodes do not have to offer the possibility to place replicas on them, which de-
mands less assumptions on leaf nodes. However our model can simulate the
latter model while the converse is not true. Indeed, we can model client-server
nodes by inserting a fictive node before the client which can take the role of
a server. The approach of Lin et al in contrast does not offer the possibility
to model clients without server functionality. Our second contribution is the
introduction of bandwidth constraints. This is an important modification of the
requirements as QoS and bandwidth are of a completely different nature. QoS
is a constraint that belongs to a node locally, hence each client has to cope with
its own limitation. Bandwidth constraints in contrast have a global influence on
the resources as a link may be shared by multiple clients and consequently all
of them are concerned. Therefore it is not obvious whether the problem with
these completely different constraint types would remain polynomial or would
become NP-hard.

The rest of the paper is organized as follows. Section 2 introduces our main
notations used in Replica Placement problems. Section 3 is dedicated to
the presentation of our polynomial algorithm: the proper terminology of the
algorithm is introduced in Section 3.1. The subsections 3.2 and 3.3 treat the
different phases. Some related work can be found in Section 4. Complexity and
optimality are subject of Section 3.4. Section 5 finally summarizes our work.

2. Notations
This section familiarizes with our basic notations. We consider a distribution

tree T whose nodes are partitioned into a set of clients C and a set of internal
nodes N (N ∩ C = ∅). The clients are leaf nodes of the tree, while N is the set
of internal nodes. Let r be the root of the tree. The set of tree edges (links)
is denoted as L. Each link l owns a bandwidth limit BW(l) that can not be
exceeded. A client v ∈ C is making w(v) requests per time unit to a database.
Each client has to respect its personal Quality of Service constraints (QoS),
where q(v) indicates the range limit in hops for v upwards to the root until
a database replica has to be reached. A node j ∈ N may or may not have
been provided with a replica of the database. Nodes equipped with a replica
(i.e. servers) can process up to W requests per time unit from clients in their
subtree. In other words, there is a unique path from a client v to the root of the
tree, and each node in this path is eligible to process all the requests issued by
v when provided with a replica. We denote by R ⊆ N the entire set of nodes
equipped with a replica.
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Figure 1. Transformations.

3. Optimal Replica Placement Algorithm (ORP)
In this section we present ORP, an algorithm to solve the Replica Place-

ment problem using the Closest policy with QoS and bandwidth constraints.
For this purpose, we modify an algorithm of Lin, Liu and Wu [6]. Their algo-
rithm Place-replica is used on homogeneous conditions with QoS constraints
but without bandwidth restrictions. Hence to be able to use the algorithm, we
have to modify the original platform. We transform the tree T in a tree T ∗ by
adding a new root r+ as father of the original root r (see Figure 1(a)). r+ is
connected to r via a link l0, where BW(l0) = 0. As the bandwidth is limited to
0, no requests can pass above r, so that this artificial transformation for compu-
tation purposes can be adapted to any tree-network. We make this changing to
be able to model whether the original root r is equipped with a replica or not.

A further, only formal transformation, consists in the suppression of clients
from the tree and hence the consideration of their parents as leaves in the follow-
ing way: for every parent p who has only leaf-children v1, .., vn, we assign the
sum of the requests of the vj as its requests w(p), i.e., w(p) =

∑
1≤j≤n w(vj).

The associated QoS is set to (min1≤j≤n q(vj))−1. (Figures 1(b) and 1(c) give
an illustration). This transformation is possible, as we use the Closest policy and
hence all children have to be treated by the same server. From those parents who
have some leaf-children v1, .., vn, but also non-leaf children vn+1, .., vm, the
clients can not be suppressed completely. In this case the leaf-children v1, .., vn

are compressed to one single client c with requests w(c) =
∑

1≤j≤n w(vj) and
QoS q(c) = min1≤j≤n q(vj). Once again this compression is possible due to
the restriction on the Closest access policy.

ORP works in two phases. In the first phase so called Contribution Functions
are computed which will serve in the second phase to determine the optimal
replica placements. In the following some new terms are introduced and then
the two phases are described in detail.
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3.1 Terminology
Working with a tree T ∗ with root r+, we note t(v) the subtree rooted by node

v, and t′(v) = t(v) − v, i.e. the forest of trees rooted at v’s children. The i’th
ancestor of node v, traversing the tree up to the root, is denoted by a(v, i).

Using these notations, we denote m(T ∗) the minimum cardinality set of
replicas that has to be placed in tree T such that all requests can be treated
by a maximum processing capacity of W (respecting QoS and bandwidth con-
straints). In the same manner m(t(v)) denotes the minimum number of replicas
that has to be placed in t′(v), such that the remaining requests on node v are
within W . For this purpose we define a contribution function C. C(v, i) de-
notes the minimum number of requests on node a(v, i) contributed by t(v) by
placing m(t(v)) replicas in t′(v) and none on a(v, j) for 0 ≤ j < i. The
computation is presented below (Cf. Section 3.2). But before we need a last
notation. The set e(v, i) denotes the children of node v that have to be equipped
with a replica such that the remaining requests on node a(v, i) are within W ,
there are exactly m(t(v)) replicas in t′(v) and none on a(v, j) for 0 ≤ j < i
and the contribution t(v) on a(v, i) is minimized. The computation formula is
also given below.

3.2 Phase 1: Bottom up computation of set e, amount
m and contribution function C

The computation of e, m and C is a bottom up process, distinguishing two
cases.

1. v is a leaf. In this case we do not need e and m and we can directly
compute the contribution function. C(v, i) is w(v) when (i ≤ q(v) ∧ w(v) ≤
minBW path[v → a(v, i)]), and infinity otherwise.

We point out that there is no solution if any of the leaves has more requests
than W or if the bandwidth of any of the clients to its parent is not sufficiently
high.

2. v is an internal node with children v1, . . . , vn.
i = 0: If the contribution on v of its children, i.e. the incoming requests on
v is bigger than the processing capacity of inner nodes W , we know we have
to place some replicas on the children to bound the incoming requests on W .
To find out which children have to be equipped with a replica, we take a look
at the C(vj , 1)-values of the children. The set e(v, 0) is used to store the vj’s
that are determined to be equipped with a replica. Hence the procedure is the
following:

e(v, 0) = ∅
while

∑
vj /∈e(v,0) C(vj , 1) > W do
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add vj ∈ N with biggest C(vj , 1) to e(v, 0)
Note that the set N used in the procedure still corresponds to the set of internal
nodes of the original tree T . So we can add leaf nodes of T ∗ that are inner
nodes in T , but we can not add compressed client nodes. Note furthermore that
there is no client that is added to e(v, 0). Besides we remark that there is no
valid solution within W and the present QoS and bandwidth constraints, when
all children vj ∈ N of v are equipped with a replica and the incoming requests
do not fit in W . Of course this holds also true in the case i > 0. Subsequently,
the value of m(t(v)) is determined easily: m(t(v)) =

∑
1≤j≤n m(t(vj)) +

|e(v, 0)|. We remind that m(t(v)) indicates the minimum number of replicas
that have to be placed in t′(v) to keep the number of contributed requests
inferior to W . Finally, the computation of the contribution function : C(v, 0) =∑

vj /∈e(v,0) C(vj , 1).
i > 0: Treating node v, we want to compute the contribution on a(v, i). As for
i = 0, we start computing the set e(v, i):

e(v, i) = ∅
while

∑
vj /∈e(v,i) C(vj , i + 1) > W do

add vj ∈ N with biggest C(vj , i + 1) to e(v, i)
The computation of the contribution function follows a similar principle:

C(v, i) =

{∑
vj /∈e(v,i) C(vj , i + 1), if |e(v, i)| = |e(v, 0)|

∞, otherwise
(1)

C(v, i) is set to∞, when the number of |e(v, 0)| replicas placed among the chil-
dren of v is not sufficient to keep the contributed requests on a(v, i) within W .

Example of Phase 1. Consider the tree in Figure 2 and a processing capacity
of inner nodes fixed to W = 15. The tree has already been transformed. So
nodes x and y are compressed client-leaves (grey scaled in the figure), whereas
all other leaves correspond to servers (former inner nodes, hence nodes that are
within N). We start with the computation of all C(v, i)-values of all leaves.
Leaf l for example has C(l, 0) = 3 as it holds 3 requests. As the link from l to
e has a bandwidth of 4, and the QoS is 2, the requests of l can ascent to node e
and hence the contribution of l’s requests on node e, C(l, 1), is 3. In the same
manner, C(l, 2), i.e. the contribution of l’s requests on node b is 3 as well. But
then the QoS range is exceeded and hence the requests of l can not be treated
higher in the tree. Consequently the contributions on nodes a and a+ (C(l, 3)
and C(l, 4)) are set to infinity.

Table 2 is used for the computation of e, m and C values of inner nodes.
During the computation process it is filled by main columns, where one main
column consists of all inner nodes of the same level in the tree. So we start
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Table 1. Computation of C(v, i)-values of leaves.

l f x m n h i o p k y

C(v, 0) 3 4 3 2 5 8 7 4 12 3 8
C(v, 1) 3 4 3 2 5 8 ∞ 4 12 ∞ 8
C(v, 2) 3 ∞ ∞ 2 ∞ 8 ∞ 4 12 ∞ 8
C(v, 3) ∞ ∞ ∞ 2 ∞ ∞ ∞ 4 12 ∞ ∞
C(v, 4) ∞ ∞ ∞ ∞ ∞

with node e. The contribution of its child l, C(l, 1), is 3. As it is the only
child, we have that the contributed requests on e are less than the processing
capacity W = 15 and hence we do not need to place a replica on its child l.
Corresponding we get m(t(e)) = 0 and a contribution C(e, 0) = 3. e(e, 1)
and C(e, 1) are computed in the same manner, taking into account C(l, 2).
Computing e(e, 2), i.e. the nodes that have to be equipped with a replica if we
want to minimize the contribution on node a(e, 2) = a by placing replicas on
the children of e but none on e up to a. For this purpose we use C(l, 3), the
contribution of l on a and remark that it is infinity. Hence we have to equip l
with a replica, and as now the set e(e, 2) has a higher cardinality than e(e, 0),
we know that this solution is not optimal anymore and we set the contribution of
C(e, 2) to infinity (Eq. 1). Taking a look at node j: In the computation of e(j, 0),
we have a total contribution of its children of 16, which exceeds the processing
power of W = 15 (bandwidth and QoS are not restricting here). Indeed we
have to equip one of the children with a replica, and we choose the one with
the highest contribution on j: node p. Consequently, we get m(t(j)) = 1 as
we have to place one replica on the children. The contribution C(j, 0) consists
in the 4 remaining contributed requests of node o. Once we have finished all
computations for this level, we start with the computations of the next level,
which can be found in the next main column of the table.
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Table 2. Computation of e, m and C for internal nodes.

e g j b c d a a+

e(v, 0) ∅ ∅ {p} ∅ {g, i} {k} {b, c} {a}
m(t(v)) 0 0 1 0 2 2 6 7
C(v, 0) 3 7 4 9 11 12 12 ∞

e(v, 1) ∅ {n} {p} {e} {g, i} {k} {b, c, d}
C(v, 1) 3 ∞ 4 ∞ ∞ 12 ∞

e(v, 2) {l} {n} {p} {e, f} {g, i} {j, k}
C(v, 1) ∞ ∞ 4 ∞ ∞ ∞

e(v, 3) {l} {m, n} {o, p}
C(v, 1) ∞ ∞ ∞

3.3 Phase 2: Top down replica placement
The second phase uses the precomputed results of the first phase to decide

about the nodes on which to place a replica. The goal is to place m(T ∗) =
m(t(r+)) replicas in t′(r+). Note that this means that there is no replica on r+

and hence only the original tree T will be equipped with replicas. If the number
of contributed requests on node r is within W , we have a feasible solution.

Phase 2 is a recursive approach. Starting with i = 0 on node v = r+,
all nodes that are within e(v, i) are equipped with a replica. In this top down
approach, i indicates the distance of node v to its first ancestor up in the tree that
is equipped with a replica and hence the set e(v, i) denotes the set of children of
v that have to be equipped with a replica in order to minimize the contribution
of v on a(v, i). Next the procedure is called recursively with the appropriate
index i. Algorithm 2 gives the pseudo-code for the top down placement phase,
which is the same as the one in [6].

Algorithm 2 Top down replica placement
procedure Place-replica (v, i)
if v ∈ C then

return
place a replica at each node of e(v, i)
for all c ∈ children(v) do

if c ∈ e(v, i) then
Place-replica(c,0)

else
Place-replica(c, i+1)
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3.4 Complexity and Optimality
Due to lack of space, we discuss only sketchy complexity and optimality. A

detailed disquisition with proofs can be found in our research report [7]. We
state a total complexity of LN log N , where N is the number of nodes in the
tree and L the maximum range limit among all nodes. Optimality is subject of
the following theorem:

Theorem 1. Algorithm ORP returns an optimal solution to the Replica

Placement problem with fixed W , QoS and bandwidth constraints, if there
exists a solution.

To prove optimality we perform an induction over levels, where we transform
an optimal solution R0 in the solution found by Algorithm ORP. We consider
any tree T ∗ of hight n + 1 and start at level 0, which consists in the artificial
root r+. At each step i of the induction we change the placement of the replicas
in the i-th level of the solution Ri such that the new placement corresponds to
the solution of ORP. We prove then that this new solution Ri+1 is still optimal.

4. Related work
Many authors deal with the Replica Placement optimization problem.

Most of the papers neither deal with QoS nor with bandwidth constraints. In-
stead they consider average system performance as total communication cost
or total accessing cost. Please refer to [2]for a detailed description of related
work with no QoS constraints.

Cidon et al [3]studied an instance of Replica Placement with multiple
objects, where all requests of a client are served by the closest replica (Closest
policy). In this work, the objective function integrates a communication cost,
which can be seen as a substitute for QoS. Thus, they minimize the average
communication cost for all the clients rather than ensuring a given QoS for
each client. They target fully homogeneous platforms since there are no server
capacity constraints in their approach. A similar instance of the problem has
been studied by Lin et al [6], adding a QoS in terms of a range limit, and whose
objective is to minimize the number of replicas. In this latter approach, the
servers are homogeneous, and their capacity is bounded. Both [3],[6]use a
dynamic programming algorithm to find the optimal solution.

Some of the first authors to introduce actual QoS constraints in the problem
were Tang and Xu [8]. In their approach, the QoS corresponds to the latency
requirements of each client. Different access policies are considered. First, a
replica-aware policy in a general graph with heterogeneous nodes is proven to
be NP-complete. When the clients do not know where the replicas are (replica-
blind policy), the graph is simplified to a tree (fixed routing scheme) with the
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Closest policy, and in this case again it is possible to find an optimal dynamic
programming algorithm.

Bandwidth limitations are taken into account when Karlsson et al [5],[4] com-
pare different objective functions and several heuristics to solve NP-complete
problem instances. They do not take QoS constraints into account, but instead
integrate a communication cost in the objective function as was done in [3].
Integrating the communication cost into the objective function can be viewed
as a Lagrangian relaxation of QoS constraints. Please refer to [1] for more
related work dealing with QoS constraints.

5. Conclusion
In this paper we dealt with the Replica Placement optimization prob-

lem with QoS and bandwidth constraints. We restricted our research on Clos-
est/Homogeneous instances. We were able to prove polynomiality and proposed
the optimal algorithm ORP. This algorithm extends an existing algorithm in
two important areas. First the set of clients and the set of servers can be dis-
tinct now and does not require exclusively double-functionality nodes anymore.
The other contribution is the expansion to the interplay of different nature con-
straints. QoS, which is a proper constraint for each client, and bandwidth,
a global resource limitation, subordinate to a common optimization function.
This accomplishment completes furthermore the study on complexity of Clos-
est/Homogeneous in tree networks.
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Abstract Grid Computing is now in the state of development that can offer dynamic man-
agement of various parameters that affect the applications’ properties such as
performance and reliability capabilities. The importance of that achievement is
great, given the trend of migrating traditional service markets to inter-enterprise
infrastructures and the resulting demand in more or different guarantees on the
level of the Quality of Service. In that frame, we present a design pattern for
monitoring and evaluating SLA terms on service-oriented architectures. This
mechanism takes into account the actual capabilities of the service provider in-
frastructure and maps them to customer-centric Quality of Service terms, thus
ensuring that agreements will not be validated. In this way it enables the esti-
mation of the actual capability of the service to provide Quality of Service at a
certain degree.
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1. Introduction
Business environments are heavily relied on Quality of Service (QoS) due to

their commercial nature and the resulting interaction with clients. What makes
a service attractable to customers -if not the nature of the service itself- is its
quality. However, when it comes to IT services, the technology has provided
us the tools for not only provisioning and managing the quality but also for
negotiating upon it. Moreover, in heterogeneous and distributed systems which
are now largely based on Service Oriented Computing (SOC) principles, such
as Open Grid Service Architectures (OGSA [1]), these functionalities make
even more sense, since the quality provisioning capabilities of the services are
so diverse that one could assume that the offered QoS levels are non-discreet.

Eventhough business and in turn, enterprise Grids -which nowadays are de-
ployed upon service infrastructures by default-, have some prototype mech-
anisms to utilize the offered QoS as information, they lack a coherent and
ubiquitous way to quantify and manage this kind of information and in turn,
make use of it. The most important reason for that is the weakness to identify
the source of QoS information and to devise a single way to extract it. It is
unclear of whether it is the service provider or consumer that must define the
QoS level that is going to be provided or consumed. This is largely due to the
confusion that the different representation of quality causes when addressed in
different architecture layers or organizational boundaries. However, the need
for tools to dynamically express QoS requests and provision capabilities, has al-
ready been stated clearly in lots of Grid areas such as Service Level Agreement
(SLA) negotiation.

In this study we attempt to record the approaches taken so far with regard
to the QoS as information in Grid computing (§2), while in §3, we present
our approach. Specifically, we explain the differentiation among quality types
depending on the perspective and we take a first approach to analyze the re-
quirements of the customers that are to be included in SLAs in terms of QoS.
In §4 we present the architectural pattern of a service-oriented module and we
advocate that it is capable to provide QoS information to the service provider
in order to avoid SLA violations and maintain his quality provisioning level.
Finally in §5 we present our conclusions and the open issues that are following
this study.

2. Related Work for QoS in Grids
Extending the Grid infrastructure in a way that can be used in commercial

applications (i.e., to provide guarantees of the negotiated QoS requirements)
necessitates the awareness of QoS information for each of the various layers
of a Grid Middleware in order to determine the overall quality level. Various
assurances are made by Grid environments by the virtue of their establishment.
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These include cases where the consumer is interested for Grid services which are
hosted on “high-end” resources including expensive equipment and data storage
systems, and which are connected via reliable and high-speed networks. More
strong QoS information such as deadline guarantees or advanced reservation of
resources/bandwidth imply also a set of assurances whose information are of
vital importance for the overall provision of quality to the consumer.

There are various approaches that handle QoS in the most known Grid imple-
mentations. The Globus Architecture for Reservation and Allocation (GARA)
[2] addresses QoS at the level of facilitating and providing basic mechanisms for
QoS support, namely resource configuration, discovery, selection, and alloca-
tion. This architecture is particularly aimed at using Globus services to support
allocation of resources, and utilises specialised resource managers (such as a
Diffserv manager) to support admission control and application adaptation at
network edges. Current emphasis has been on supporting request authentication
and authorisation [3]. Condor-G [4] has been extensively used in the Globus
context and provides a substantial instantiation of Globus/GRAM. However,
Condor-G supports only coarse-grained and concrete resource types, is stat-
ically configured and non-extensible, and has serious limitations in terms of
adaptation: all it can do is migrate or restart jobs in the case of failures [5].
Nimrod-G [6] allows the users to lease and aggregate services of resources
depending on their availability, capability, performance, cost, and users’ QoS
requirements. The resource price may vary from time to time and from one
user to another. At runtime, the user can even enter into bidding and nego-
tiate for the best possible cost-effective resources from computational service
providers. The objective of the Libra project is to expand what had been for
Grid computing by Nimrod-G via implementing the Libra scheduler for cluster
computing [7].

3. QoS Provisioning
Next Generation Grid architectures are bound to tackle issues such as the

integration of various business processes in the Grid business logic, the effective
inclusion of SLA negotiations and the service selection process given specific
criteria. All these imply the interference -either in a direct or an indirect way-
of the consumer that must now express his QoS requirements according to his
own quality experience (QoE).

On the other hand, the provider must somehow be aware of details regarding
his quality provisioning capability and in what level he is able to offer them, in
order to utilize and negotiate upon them. These details may include statistical
information about the operation of services and resources, about the capabilities
of the resources, about the billing policy of the service provider and finally about
the quality of the service throughout time.
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The above statements bring about the distinction between the quality as
perceived by the customer and the provider. The customer assesses quality using
his own experience as a guide, whereas the provider using metrics and low level
information related basically to the infrastructure. These low-level metrics are
deriving from the agreed SLA terms and reflect the way that the provider wants to
monitor, evaluate and in general assess the issue of quality provisioning. Taking
this one step further, one may observe that there are two conceptual entities that
govern this process. The one is the concept of low-level, infrastructure-oriented
parameters which reflect the service provider’s performance capability which
we will call QoS parameters. The other concept is the one of higher-level
parameters that are closer to the customer’s understanding of the QoS and the
application. We will refer to the latter as QoS Indices.

Figure 1. QoS Parameters are crossing Grid Environments from the resources, through the fab-
ric layer, up to the management layer. QoS Indices derive from end-users, across the application
layer and end down to the management layer.

The term QoS parameters is broadly used for these parameters referring both
to the resource and the service instance properties and which are usually prod-
ucts of benchmarking and performance monitoring tools. On the other hand,
QoS indices are commonly used as terms in the SLA contracts and the service
consumer is expected to express his/her demands by assigning respective val-
ues. The reason is that they can be understood by both parties and therefore an
agreement upon specific values can be achieved.

Following that rationale, it is instinctively obvious that there is a correlation
scheme between QoS parameters and indices that help the provider do the
deduction. Furthermore, one can safely assume that this correlation is a one-
to-many relation, in the sense that one QoS index can be mapped to at least
one parameter. This kind of mapping is the result of the mixed influence of the
application type and the business model of the provider.
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On a side note, it is a fact that much of the low-level information contained
in QoS parameters can be extracted easily at real time by various Grid com-
ponents such as monitoring components or even components that model the
resources based on specific attributes (like performance). This kind of compo-
nents are usually using low level modelling specifications and standards such
as the Common Information Model (CIM) [8] in order to provide a generic
modelling method that will be able to be applied to all the resources.

However, there is still more information to be collected and more methods to
be employed in order to reach the point were the QoS will be simply represented
in SLAs as a set of indices. In the examples that the authors studied, SLAs are
static, referring to simple usage metrics that are QoS parameters. The need for
dynamicity and means to describe indices upon which both the customer and
the provider are willing to negotiate is the motivating concept for this research
effort. This work attempts to take this concept closer to the implementation
level and for that reason we studied the case of Business Grids. The goal is to
conclude to an acceptable, desired set of QoS indices. In other words we looked
into the operation of the Business Grid and tried to define what the customer
would require from the Grid and what the service providers could possibly
provide. This information is vital for an SLA document which, as stated in [9],
it should address the following key aspects:

What the provider is promising.

How the provider will deliver on those promises.

Who will measure delivery, and how.

What happens if the provider fails to deliver as promised.

How the SLA will change over time.

According to the above, aspects 1 and 2 are essential to this study. The 1st
point implies the information regarding the QoS provisioning capabilities of a
provider, usually expressed through an SLA template and QoS indices. The
2nd point is related to the QoS parameters and how their values affect the SLA.

Based on the described study, there are 6 major categories of QoS information
that characterize the quality provisioning capabilities of a provider and are
expected to be found in a SLA addressing point 1. These are the following QoS
indices:

Availability information. This is an index deriving from low level infor-
mation related to a service instance. It provides a mean to measure the
availability of the service instance throughout time, like if the required
service is up and running, or if the libraries or binaries exist.
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Reliability information. Similarly, an index can be created out of these
data. It is an index deriving mostly by the statistical analysis of the
Availability information, since (in simple terms) a service instance is
reliable as long as it is available for a specific time period.

Performance-related details. This is a very complex issue. Several at-
tempts to measure performance have taken place ([10],[11],[12]), how-
ever, they are all based on specific assumptions and are not generic
enough. In that frame, the intention is to provide some abstract perfor-
mance parameters that will contribute in calculating some QoS temporal
parameters, such as usage data, etc. Clearly, these details are affected by
QoS parameters addressing the lower layers of Grid infrastructure, for
example CPU and memory usage.

Cost-related details. This is more related to pricing information regarding
the specific service instance like the billing rate per time periods, etc.

Statistical information on the Quality of the Result. This can be summa-
rized in an index showing the satisfaction level of the user when he/she
received various results through time. This index aims to do be calculated
by the feedback provided back to the service providers by the customer,
if there is any. This is better known as Quality of the customer experience
(QoE) and it is restricted to quality as he perceives it,

Statistical information about SLA violations. A rather interesting piece
of information would include an index showing the rate that which a
service instance is violating the agreed SLA.

In the following section we are presenting the requirements that an architectural
design must meet in order to enable the provisioning of QoS indices associated
to the abovementioned categories.

4. QoS Provision Module
We designed a component in order to describe the functionalities of a mon-

itoring and evaluation system. The principle of this mechanism is to collect,
estimate and provide QoS information to any part of the overall architecture re-
quires it, as long as there is a trusted relationship established amongst them. The
prototypes followed are for an open architecture consistent with the NextGRID
IST [13] components where we defined the minimum set of interactions by
determining the interfaces. This kind of mechanisms are essential to the opera-
tion of service providers in order to maintain operation efforts according to the
signed SLA and in order to be able to trigger policies whenever a violation is
predicted. In simple words, the service provider must monitor QoS parameters
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and then correlate them with the SLA QoS indices, in order to avoid violations
and compensations and also to maintain the desired level of reputation.

The quality of an offered service is spread out to each service instance of
a Grid environment rather than in a service or resource level, as the instance
comprises the actual implementation. Thus, the QoS information must be ex-
tracted by each one of the instances of a service and therefore the design of
the mechanism has to take into account various implementations of the same
service, in different platforms and with different properties. In order to tackle
this problem we proceeded with designing two components, that must be de-
ployed in the provider’s domain, as they will handle information belonging to
the provider and will produce outputs for the provider. We will hereafter call
this mechanism “QoS Information Provisioning Mechanism”. The high level
design of this mechanism is the following:

Figure 2. QoS Information Provision Component Model

As it is depicted in the figure, the mechanism is comprised of two major compo-
nents: the “QoS Information Requester” and the “QoS information Provider”.
The Provider is collecting low level information (QoS parameters) directly from
the service instances by running scripts and benchmarks, in order to monitor
some system metrics, usage or enquire for its current status. It then sends the
extracted and calculated parameters back to the Requester.

The Requester’s job is fourfold:

Trigger the Provider in order to “activate” it for the information gathering
process in real time. This operation must be initiated by sending a mes-
sage indicating the parameters that must be returned upon the completion
of the operation of the Provider,
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Performing calculations and storing the QoS information in a repository.
All the parameters delivered to the Requester are then processed and a set
of indices are accruing. These indices are forming the QoS information
that will be later delivered to each one who requests it. As mentioned
before these indices include but are not restrained on the availability, reli-
ability, performance and pricing properties of the service instance. Once
these indices are computed, are then stored in the repository. The repos-
itory can be a single database for efficiency purposes but its operation
can be extended to encompass other functionalities of other modules as
well, or vice versa. In that frame, the QoS information provision module
can share the same instances of a repository with a service discovery
component, even using the same naming and addressing schemes.

Handle queries from third parties so as to provide the information back
from the repository. Since, Service Oriented Architectures must remain
open and flexible, the QoS information provision mechanism must permit
other components to access the data if they have the proper access rights
or a certain degree of trust s established in their communication link. A
“history interface” should allow the submission of queries which in turn
the Requester is handling.

Collect information from other SOA components or third parties. Some
parameters required for the calculation of the QoS information indices
can be already found in other components. For instance, information
about SLA violations can be provided by the potential SLA monitoring
mechanisms.

The QoS Information Requester is placed within the provider’s organiza-
tional boundaries in terms of trust, that is, it can be part of or a trusted third
party to the provider. This can maintain the privacy properties for data that the
service provider would like to keep within the VO that it is part of and leave
the task of disseminating this kind of information entirely up to the provider’s
policy. In a similar rationale, the repository must be also part of the service
provider. Of course, from a different perspective both the Repository and the
Requester services can be provided by a trusted third party as services to the
service provider. However, there seems to be no alternatives for the QoS In-
formation Provider (in terms of architecture design), which must be deployed
in each service provider, operating for each service instance, otherwise its ex-
istence is unnecessary (if, for instance the provider is offering the low level
details with owned mechanisms).

The implementation and operation of the QoS-Information Provision Com-
ponent is regulated by the WSRF specifications, that is, the whole environment
is based on Web Services. Thus, starting from the service provider’s side,
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the services are deployed as WS-Resources with their lifetime defined by a
WS-ResourceLifetime [14] whereas the QoS parameters are exposed as re-
source properties through WS-ResourceProperties [15]. The QoS History is a
registry employing WS-Addressing [16] to store the service details and WS-
BaseNotification [17] to propagate the information related to an SLA violation.
The WS-Security [18] context is used for handling the security tokens. Finally,
WSLA [19] can be used for the SLA representation, monitoring and creation,
keeping at the same time in mind that it has not been adopted by any formal,
international Grid forum or Organization.

In detail, the Repository is implemented using an XML database (Oracle
Berkeley DB), whereas its container is based on a custom XML schema that
fits the particular needs. Its operations are exposed through a web service which
provides four interfaces, one for each operation:

Insert, whenever a new QoS index is to be inserted. Along with the value
itself, the requester sends a series of other details in the form of an SOAP
message, such as the URI of the service (which acts as a unique identifier)
and the lifetime of the parameter.

Update, whenever new values need to be added or old to be altered. This is
demanded whenever the requester’s outcome dictates such a change (e.g.
when the lifetime of a value has expired), or the other components (such
as SLA repositories) contribute by sending extra information (e.g. SLA
Violations). A specific placeholder for this has been created, however,
we have left the XML schema for the container open to changes, as new
needs might emerge in the future.

Query, which is used whenever the Requester or a third party uses the
database for retrieving information.

Delete, for deleting records, for instance, whenever a service is removed
from the Virtual Organisation. At this point of time, this process is not
automated, however effort is pulled in order to retrieve information from
a NextGRID Registry [20] as to whether a service is available or not.

The database operations are accessed through other web services using
XQueries. Similarly, the Requester is implemented and exposed as a web ser-
vice over Apache AXIS. It provides interfaces for retrieving the values depicted
in the table below:

For the values above, the respective web service for the QoS Information
Provider, runs simple benchmarking tools. It then sends the values to the
Requester whenever it is invoked for a particular parameter. This is again
achieved through the exchange of SOAP messages. This closes the flow of
actions (in reverse order) that need to be done in order to store and use a QoS
index, starting from low level QoS parameters, extracted by the service itself.
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Table 1. Categorized QoS parameters that the QoS information provisioning mechanism
monitors.

Category QoS Parameters

CPU Capability
Flops Count/simple BM (linpack)

Kernel Version
Architecture Type

CPU Load
System Load

User Load
I/O Load

Queue info
Policy (how many jobs at a time, max time)

Length (residency times?)
Number of running jobs

Inter-processor connections
BW Between processors in a cluster

Latency between processors in a cluster
MPI messaging

Memory/Cache
Capacity

Disk
Disk bandwidth (bonnie)

Installation
Software and versions
Environment, variables

5. Conclusions
In this work, we provide the architecture which addresses the requirements

of mechanisms that collect and provide in a ubiquitous manner the information
which is related to the capability of a service to provide Quality at a certain level
in a Service Oriented Grid Architecture. Apart from the type of information
that this mechanism is offering to a Grid environment, the differentiation to
other works is mainly concentrated to the fact that components following this
pattern should be able to operate within a competitive business environment,
optionally offering its knowledge to the customers or the providers, depending
on whether the two negotiating parties agree or not.
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The QoS Information Provisioning component, was implemented and used
in the frame of a series of experiments in NextGRID IST and in particular
to the Digital Media application scenario, delivering very good performance.
According to this scenario, an animation designer executes a workflow that leads
to the 3D-rendering of his job. One of the main requirements for this application
is to provide information which is understood to the designer that will enable
him to select the appropriate service that will deliver a result maintaining the
QoS guarantees. This was made feasible by the component, since he could
retrieve information about QoS indices which are customer-centric and that
reflect the actual capability of the provider to deliver QoS and in turn to hold on
his promise. The results were encouraging in terms of usability, as the designer
could retrieve the information he wanted and that could assist his selection
process, however, there is no clear indication that the violations were reduced,
as the reliability of the system is so high even without our component, that it
would require a more pragmatic approach to lead to safe conclusions (e.g. have
a designer use the system for a year or so).

At this point it is important to state, that for the abovementioned experiment
we assumed that the service provider has agreed on providing the customer with
details about its infrastructure. However, this is not the actual case, as even if
these details are mapped to high level parameters, the provider will be reluctant
to expose this kind of information. A metric for the success of the component
is -for example- the reduction of SLA violations in terms expressed as QoS
indices. The service provider can use this information and through reverse
mapping of the QoS indices to QoS parameters to conclude as to whether he
must change the initial offer and thus, the SLA templates.

The main concern for future work is to enable dynamicity in SLA negotiation
by identifying the main categories of high level QoS indices. Current solutions
include SLAs with static terms, usually referring to the usage, which comprise
the QoS parameters. Even this seems to be an efficient way to build a system,
it is problematic because these parameters are hardly understood by a simple
customer and even more, hardly interesting to them. What is needed is mech-
anisms that will be able to easily deployed in every system and to facilitate the
matching between QoS indices and parameters making the negotiating terms
comprehendible to the provider too. The requirements of such a mechanism
are described in this document.
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Abstract We perform a preliminary threat analysis on a grid–enabled operating system,
namely XtreemOS, in this paper. While currently under development, XtreemOS
aims to provide native Virtual Organisation support in a secure and dependable
manner. We investigate security within the XtreemOS architecture by identifying
the security requirements and objectives. Further, we list assets within the sys-
tem that need protection and detail attacks using the attacker tree methodology.
At the end, we describe a specific attack on the overall XtreemOS–supported
architecture using an attacker tree. Analysis of this nature will help in generating
a number of test cases for testing an early prototype of XtreemOS and provide
assurance to the security of the XtreemOS system.
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1. Introduction
Grid Middleware security has been researched extensively in literature

[1, 7, 8, 9]. While various middleware security services have been devel-
oped, the unification and use of such services is left at the discretion of the im-
plementers. We propose to develop a Grid–enabled Operating System, called
XtreemOS [2], which has native support for Virtual Organisations (VOs). In the
context of Grid and Web services, a VO is a static or dynamic group of entities
(organisations, individuals, institutes etc.) that pool resources and use services
to achieve common objectives. Security in XtreemOS is a major concern, and
administrators and users require a high level of assurance in this area. To this
end, we are in the process of developing a secure VO management strategy and
also plan to use evaluation criteria, such as Common Criteria, to inspect the
claimed security provided by XtreemOS.

In this paper, we describe our threat analysis and attacks identified in Xtreem-
OS by understanding the basic threat model in Grid and Web Services architec-
ture. We analyse various attacks possible in such a setting and build attacker
trees to inspect various attacker tools. The benefits of our threat analysis are
manifold. Such attacker trees will generate a number of test cases to test a
working prototype of XtreemOS once developed. Our analysis will also iden-
tify threats, in addition to common threats in Grids and Web services which are
created by XtreemOS. Included in the analysis is the study of risks in designing
such underlying services and a consideration of mechanisms that can be used
to mitigate such risks. While various other research proposals address Grid
Operating Systems [3–4]; to our knowledge, there does not exist any threat
analysis for a Grid-enabled Operating System.

2. Threat Analysis
To carry out a proper threat analysis we first need to define the security

requirements, identify assets and consequently determine threats in the sys-
tem. In the next subsection we start our analysis with security requirements of
XtreemOS.

2.1 Security Requirements and Objectives for XtreemOS
While the exact XtreemOS architecture is still under development, a detailed

description of the overall system and XtreemOS is given in [2].
The basic security objectives of XtreemOS are similar to those applicable to

traditional operating systems, namely confidentiality, integrity and availability.
In addition in the Grid, authentication and authorisation become a prime con-
cern. However, the fulfillment of such objectives become more difficult due to
the distributed nature of the Grid. Of greater importance are synchronisation
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issues, inconsistencies within which can particularly lead to non–fulfillment of
security objectives. We consider both stored data and data in–transit. The most
important security requirements we consider for our system model are:

Confidentiality of stored data
Confidentiality of communicated data
Integrity of stored data
Integrity of communicated data
Identification and authentication of users
Authorized access to application services
Guaranteed access to services by authorization parties
Accountability of data access and service execution
Isolation of data within a VO
Isolation of services within a VO

In order for the secure running of the XtreemOS–supported system, these
requirements should be fulfilled at every point of time and not just during VO
formation or dissolution. Such emphasis becomes absolutely necessary due to
distributed nature of the system.

2.2 Assets
Having defined the security objectives and requirements we list the identified

assets in our system. We consider both stored and communication assets for
our analysis. Our assets for an XtreemOS–supported system are as follows:

user and administrator authentication credentials for the Grid;
user and administrator authorization credentials for the Grid;
VO–membership credentials;
filesystems – both local and filesystems shared on the Grid;
user and process data transmitted between nodes by XtreemOS;
VO–specific data on a resource (there will be data of different VOs on a
resource, so isolation of these data from each other is important);
services within a VO and their identifiers;
infrastructure–specific information (such as keys for Public–Key Infrastr-
ucture);
user and service attributes;
reputation data of services and resources (we envisage use of reputa-
tion for selecting services and resources at a later stage of XtreemOS
development);
OS–specific information (e.g. synchronization data);
logging information.
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All these assets require a level of protection to be specified and mechanisms
to be put in place to provide such protection.

2.3 Threats
Threat modelling for the Grid systems has been done in many other research

studies [5–6]. While various common threats are identified for the overall Grid
architecture, threats in Grid middleware and the underlying operating systems
have not been studied in–depth. In the context of XtreemOS, we classify below
some common threats and some XtreemOS–specific threats.

Threats to availability Denial–of–service attacks are the most common at-
tacks in Grid systems. Although not specific only to Grids, these threats are
easier to realise than any other threats in Grid systems. Denial of service to
nodes, denial of service to services, denial of service to a VO, denial of service
to filesystems are all examples of these threats. Recently, a new kind of threat
has been derived from these threats; distributed denial of service (DDoS) on
the Internet using Grid nodes (e.g. DDoS attack on Sun Grid in 2006). The
realisation of such threats is drastic and defeats the purpose of collaboration in
Grid systems, thereby making these threats significant to mitigate in any Grid
system including XtreemOS.

Threats to authentication Threats in this category range from injecting false
authentication credentials, to test misconfigurations in management of authen-
tication mechanisms, to masquerading as genuine users of the Grid. Theft of
authentication credentials, exploiting revocation policy within the system by re-
playing invalid credentials and brute–forcing user private keys are examples of
threats in this category. These threats probably form the second largest category
that Grid systems are exposed to.

Threats to authorization Authorization restricts access to resources and ser-
vices only to users who provide respective credentials. Threats to authorization
include false injection of authorization credentials, masquerading as authoriza-
tion providing entity (e.g. masquerading as KTC in Kerberos) etc. Although
realisation of these threats require skilful attack strategies, authorization threats
if realised can be highly damaging to the normal functioning of Grid systems.

Threats to confidentiality of data The realisation of such threats will lead
to unauthorised disclosure of data. Eavesdropping (both active and passive)
and masquerading to reveal data are examples of such threats. Confidentiality
is required while passing job results, inter–VO communications and during
authentication in Grid systems.
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Threats to integrity of data It is one of the fundamental requirements for
XtreemOS to preserve the integrity of data. Threats to integrity will address
unauthorised modification of data in–transit and stored data to achieve the goals
of the attacker(s). It becomes difficult to detect such threats if the consequent
state of the system remains unchanged. Active eavesdropping and man–in–
the–middle attacks are realisation of such threats.

Threats to isolation of data Isolation of VO–specific data is of great con-
cern in Grid systems due to possible conflict–of–interests between VOs. These
threats are specific to Grid systems and to XtreemOS in particular. VO–session
hijacks, compromising node security, worms, trojans etc are examples of threats
in this category. To mitigate such threats, we are currently looking at virtuali-
sation and Trusted Computing (TCPA) as possible solutions.

3. Attacks
Having identified various threats in XtreemOS, we move on to focus on

attacks on XtreemOS system. At a later stage we visualise a few of these
attacks by using attacker trees.

The overall XtreemOS architecture framework is given in Figure 1.
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Figure 1. XtreemOS Architecture

For the attack analysis, in the XtreemOS architecture only the two layers,
namely XtreemOS–F and XtreemOS–G layer are important to us. XtreemOS–
F layer is concerned with kernel–level extensions to the native Linux oper-
ating system. As we envisage developing XtreemOS for a variety of plat-
forms, various flavours of XtreemOS will exist to support mobile platforms
(XtreemOS–MD), for PCs (XtreemOS–PC) and for clusters (XtreemOS–SSI).
The XtreemOS–G layer implements the grid–oriented extensions and services
for security, scheduling, data management (XtreemFS) and support for mobile
platforms.
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Considering this architecture and the overall system, the following are the
types of attacks the attacker may execute.

User and Admin Credential Attacks: Attacks on user identity credentials
and VO–membership credentials fall into this category. A Grid user credentials
are normally proxy certificates given to the user on successful registration.
These proxy certificates have a validity period (e.g. for VOMS it is normally
12 hours), which makes the attack harder to execute. These attacks can be
carried out either by brute–forcing user passwords, compromising user system
to reveal private keys, replaying revoked credentials to inspect cycling or even
masquerading as Certificate Authority.

Communication Attacks: These types of attacks focus on gaining creden-
tials and assertions in communications between nodes, VO administrators and
VO members. Eavesdropping, packet–filtering of unencrypted communica-
tions, brute–forcing encrypted communications etc are examples of these types
of attacks.

Site Management attacks: Detecting vulnerabilities in site management and
exploiting those vulnerabilities are part of these types of attacks. XML Poi-
soning, insufficient authentication credential verification (AuthN/Z), insecure
logging etc are examples of these attacks. Attacks of this nature should be de-
tected by intrusion detection systems (IDS) and by having strong policies and
mechanisms to implement them.

Perimeter and Injection attacks: Attackers may try to compromise a site’s
perimeter security by tunnelling through firewalls (SSH tunnelling), malicious
inputs, dictionary attacks, brute–forcing, SOAP message poisoning etc. Once
attackers gain access to site resources, they can try to disrupt communications
by denying services or eavesdropping.

Denial of service (DoS) attacks: The attacks of this kind try to disrupt com-
munications and deny services to resources to users. These are probably the
best identified and prevalent attacks in current Grid systems. Examples include
denying service for registration, job submission, results delivery etc.

In case of XtreemOS, if we consider the architecture in Figure. 1, in the
XtreemOS–F layer we need to consider User Credential attacks, Site Manage-
ment Attacks and DoS attacks.

User Credentials are stored in native Linux as passwords in /etc/passwd
and /etc/shadow files. Security of these files is of prior importance to prevent
User Credential Attacks. Proxy Certificates and proxy agents used should be
secured and unauthorised tampering should be prevented. Site Management
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attacks could be realised by improper management, for e.g. by insecure audit-
ing or logging. For example, we plan to extend the Pluggable Authentication
Modules (PAM) to authenticate users. Testing of modules should be done prior
to using them in XtreemOS–F and any conflicts with other modules which arise
need to be inspected. In addition, in every administrative domain a strong pass-
word policy should be implemented in order to mitigate brute–forcing password
threats.

Site Management Attacks include a wide range of attacks. If logging is
enabled for accountability, logs should be secured and if possible backups stored
in a location separate from production nodes. For detecting abnormalities in
usage, Intrusion Detection Systems (IDS) and firewalls should be used.

Defence against DoS attacks is difficult. However, proper policy manage-
ment and implementation can lead to lessening of such attacks. Detection of
unauthorised use and proper authentication procedures will make it difficult for
attackers to compromise security controls. In XtreemOS–F layer, authorised
access control, proper authentication and secure logging and log inspection will
lead to a considerable decrease in such attacks.

In the XtreemOS–G layer, the opportunity of attacks becomes wider. From
the above classification it is obvious that all the types of attacks can be realised
at this layer. A short description is given below.

In the XtreemOS–G layer, we include security services provided to achieve
security objectives. In respect to User Credential attacks, security services for
authentication become prominent. Communications between users, VO ad-
ministrators, Certification Authorities (CAs) and other authorities (for e.g. if
Kerberos is used than between KTC and user) need to be encrypted. This is
not only a requirement in XtreemOS–G, but also a building block for leverag-
ing other services like authorization. Revocation of user credentials is another
important aspect at this layer. The revocation mechanism, window of accep-
tance and updates to Certificate Revocation Lists (CRLs) must be correctly
implemented at this layer.

Site Management is a major security issue in this layer. As we are us-
ing VOs, VO Management (VOM) needs to be robust against various attacks.
VOM should not have conflicting policies and policies should be implemented
as designed. In case of node failures, job controllers and users should be no-
tified and before restarting jobs policies should be consulted. Authorization
to use resources depends heavily on site management. User roles, capabilities
and other attributes need to be verified before granting access to resource. Mis-
configurations in any of these critical decisions will lead to vulnerabilities and
attack realisation.

DoS attacks at this layer can be realised by denying access to resources and
services. For resources, replicas of files can be a considerable defence against
these attacks. In addition, regular backups and replicated systems can help in
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providing near–constant availability. For services, proper timeout features and
suitable error handling can prove to be a defence.

For perimeter attacks, detection of unauthorised use is probably the best
method. Site perimeters are often deployed with application and packet–
filtering firewalls. Strong firewall rules based on access policies, accompanied
by IDS and constant log inspections can help to disregard such attacks. Port
scans, unsuccessful login attempts and XML poisoning detection through XML
firewalls will help in securing sites against perimeter attacks.

4. Visualising Attacks
In this section, we use a common approach to visualise attacks in networks,

namely attacker trees. Having identified a set of attacks in XtreemOS and
overall system we here create attacker trees to identify what tools attacker(s)
may use to realize these attacks. Due to space restrictions, we only present a
single attacker tree here, but currently we are developing a number of attacker
trees covering the range of threats to Xtreemos as part of our threat analysis.

Case Study: Unauthorised Access to Resources attack
A specific attack was identified while considering the below attacker tree.

The attack is a Site Management Attack whereby the attacker observes the
conflict between VO and local site policy and exploits such a vulnerability to
mount an attack.

Setting: A realistic setting is assumed in the attack. A set of users are mem-
bers of the VO and are administered by their local site policy. The VO itself
has its VO policies in respect to access, membership etc. A VO manager grants
users access to resources. On the resource side, local site administrators govern
access to resources. Local site policy for access to resources exists for VO/Grid
users. For the current attack, we consider one particular case. Access to re-
sources is granted based on union of site and VO policy (for other case studies
we also consider other approaches to combine local and VO policies).

Assets: Assets in this case are user credentials, VO attributes, roles (Grid
User, VO Admin, Local Admin), filesystems and authentication, authorization,
discovery, VO registration services.

Threats: Since we only consider stored data in this case study, we identify
the following threats:

Unauthorised disclosure of information and stored data.
Unauthorised modification of stored data.
Unauthorised disclosure of job results.
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Attacker Tree: The Attacker tree is shown below with the attack marked.

Figure 2. Attacker Tree

Attack: The attack was identified on recursively expanding the attacker tree.
In this particular case, as the access is granted based on union of VO and
site policies, either a user or VO admin will get more than required access.
For example, if VO policy grants only read access to a user and the local
policy grants only write access, the user will have read/write access on
the resource rather than just a read access. Merging VO and site policies is
a difficult problem, but we are required to provide a service within XtreemOS
that can detect such conflicts if they occur.

5. Conclusions
We have presented here a preliminary threat analysis on XtreemOS, a Grid–

enabled operating system. We have identified various threats and attacks in
accordance with our set security requirements and visualised attacks in attacker
trees. This work is ongoing and we will continue to expand on our threat analysis
as our system develops and document a variety of threats throughout the process.
A rigorous threat analysis will help in making XtreemOS robust against a wide
range of attacks. We will then use this analysis to provide a set of test cases
and, thus, provide a level of assurance to the user community. This analysis
will also be used for formal security modelling of the XtreemOS system and
consequently help in derivation of the system’s security policy.
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1. Introduction
Reputation systems have emerged as a method for fostering trust amongst

strangers in electronic transactions. A reputation system gathers, distributes,
and aggregates feedbacks about participants’ behaviour. The feedback is usu-
ally provided as a-posteriori operation requiring human intervention. One major
drawback is that users will try to misrepresent the obtained quality of services
in order to make more profit, or to lie or provide misleading ratings in order to
achieve some specific goals [5].

This way of building reputation is useful in semi-automatic contexts, such
as electronic marketplaces where users rate sellers, but it becomes a limita-
tion in fully automatic contexts. For instance, Grid computing focuses on the
development of a distributed service environment that integrates a variety of re-
sources with various quality of service capabilities in order to support scientific
and business problem solving environments. In a typical Grid scenario, mid-
dleware services like brokers select resources by obtaining basic information
about them from directory services; the type of information usually includes
functional and quality of service properties of the resource. The selection
process can be enriched by providing reputation information about resources.
However, in several Grid applications, resource usage is transparent to the end
user, making difficult to obtain a qualification.

This paper proposes a reputation model that overcomes above limitations
by using some basic assumptions considered valid in service-oriented architec-
tures, and Grids in particular, such as the existence of trustworthy monitoring
systems. A monitoring system provides information about services and the
actual service delivery. Instead of asking the user to provide the feedback after
having a transaction, we use monitoring information as a substitute to build the
direct reputation.

Our reputation model is based on ideas of utility computing. User feedback is
represented as a utility function which reflects the satisfaction a user perceives
from consuming a service. The user provides such a utility function before
committing to use a service either by building the utility function herself or
by selecting the function from a library of utility functions. The user’s utility
function will be then applied on the monitoring information in order to calculate
the reputation of the service.

Section 2 describes our proposed reputation model. Next, in section 3 we
show how the metrics of the model work by experimenting with various types
of service delivery, and describe a potential application of our reputation model
for improving resource brokering in Grids. Then, section 4 compares related
work. Finally, we conclude the paper in section 5 by summarising main results
and highlighting future work.
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2. A Utility-Based Reputation Model
This section describes a utility-based reputation model that aims at registering

the reputation of service providers based on the satisfaction of users.

Definition 1 (Services, Issues and Expectations)
Let X = {x1, x2, . . . , xn} denote the set of services, with x ranging on X . Let
SP denote the set of services providers, with b ranging on SP , and function
S : SP → P(X) denoting the services provided by a service provider, where
P represents the power set operator. Let SC denote the set of users (service
consumers) of the system, with c ranging on SC.

Each service has associated issues of interest, denoted by set I , which users
are interested in monitoring; variable i ranges on I . Function IS represents
the set of issues of interest for a service: IS : X → P(I). Function Oc :
X × SP × I → R denotes the expectation of user c on the services he uses,
where R denotes the real numbers. Notation vb,c

x,i represent the expectation of
user c on issue i of service x supplied by provider b.

For instance, in classical service-oriented architectures, a potential issue of
interest could be the quality of service. In this case, the user expectation would
be the service level agreement, the formal negotiated agreement between a user
and his service providers.

Based on his expectation, a user can develop a utility function which reflects
the satisfaction he perceives from consuming the service.

Definition 2 (Utility Function)
Let U c,b

x,i (v) denote the utility that user c gets by obtaining the actual value
v ∈ R on issue i from service x of provider b. Utilities will be normalized and
scaled to [0, 1], getting the user a utility of 1 if provider b actually supplies with
the expected value vb,c

x,i for issue i from service x. If the provider supplies a better

quality, the user gets the utility of 1. Therefore, we have U c,b
x,i : R → [0, 1].

If the service has a direct valuation scale (i.e. bigger supplied value, better the
satisfaction the user gets), equation (1) can be an example of a utility function.

U c,b
x,i (v) =

⎧
⎨

⎩
1 v ≥ vb,c

x,i
v

vb,c
x,i

v < vb,c
x,i

(1)

We assume that the IT infrastructure provides a trustable monitoring service
that delivers regularly events indicating the current value of the issues of interest
for those services in execution. Events are captured by the reputation engine
in order to generate the reputation values at different levels - issue, service or
service provider.
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Definition 3 (Events)
An event e = ( (c, b, x, i), t, v ) indicates that at time t the issue of interest i
for service x provided by b for user c has value v. The set of events E consists
of triples ( (SC × SP × X × I) × N × R ), where N and R stand for the
natural and real numbers respectively.

For each event reported by the monitoring service, having the utility function
of a consumer c, one can compute the instant utility U c,b

x,i (v), indicating the actual
satisfaction the consumer is getting at that moment. This allows us to calculate
the reputation of a service provider.

Definition 4 (Reputation Function for Issues of Interest)
The reputation of a service provider b in relation to issue i of service x at time
t can be defined as follows:

Rb
x,i(t) =

∑
c∈SC

∑
((c,b,x,i),te,ve)∈E∧te≤tϕ(t, te) ∗ U c,b

x,i (ve)
∑

c∈SC

∑
((c,b,x,i),te,ve)∈E∧te≤tϕ(t, te)

(2)

where ϕ(t, te) is a time discount function which puts more importance on events
closer to present.

It is worth noticing that the reputation measure incorporates information
supplied by various users who consumed the service in the past. Reputation
equation (2) is inspired by the aggregation presented in [9].

As in [9], we developed the reputation deviation to provide a fitness measure
for the reputation value. The reputation deviation shows how much the repu-
tation varies in time. In contrast to [9], in our model, the lower the reputation
deviation, the better the confidence one can put on the reputation value Rb

x,i.

Definition 5 (Reputation Deviation for Issues of Interest)
The reputation deviation of a service provider b in relation to issue i of service
x at time t can be defined as follows:

DRb
x,i(t) =

∑
c∈SC

∑
((c,b,x,i),te,ve)∈E∧te≤tϕ(t, te) ∗

∣∣∣U c,b
x,i (ve) − Rb

x,i(t)
∣∣∣

∑
c∈SC

∑
((c,b,x,i),te,ve)∈E∧te≤tϕ(t, te)

(3)

Based on above definitions, we can derive the reputation of a service as the
aggregation of the reputations on the issues of interest of such service.

Definition 6 (Reputation and Reputation Deviation for a Service)
The reputation and reputation deviation for a service provider b in relation to
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service x at time t can be defined as follows:

Rb
x(t) =

∑
i∈IS(x) Rb

x,i(t)
#IS(x)

DRb
x(t) =

∑
i∈IS(x)

∣∣∣Rb
x,i(t) − Rb

x(t)
∣∣∣

#IS(x)
(4)

where # corresponds to the cardinality of a set.

Likewise, the reputation of a service provider can be defined as the aggrega-
tion of the reputation of the services it provides.

Definition 7 (Reputation and Reputation Deviation for a Service Provider)
The reputation and reputation deviation for a provider b in relation with all ser-
vices it delivers at time t can be defined as follows:

Rb(t) =
∑

x∈S(b) Rb
x(t)

#S(b)
DRb(t) =

∑
x∈S(b)

∣∣∣Rb
x(t) − Rb(t)

∣∣∣

#S(b)
(5)

In our model we require a user to deliver the utility function for their tasks.
Can the user indeed formulate the utility function for his tasks? In [2], it is
acknowledged that finding the utility function of all grid actors is a difficult
task. In economic market approaches to the grid ([2, 1]), the emphasis is put
on producers and consumers which take decisions according with their internal
utility functions and the outcome of these decisions is the pricing assessment
for the grid services. Therefore, one can learn the internal utility functions of
the grid agents by observing how they price the grid services. As our goal is
to keep our reputation model simple, we do not intend to enter the scope of
accountability in grids. Therefore, if the user is not able to define his utility
functions, the reputation manager will simply ask the user to characterize how
important is the realization of the expected values for a given task. Based on
this response (which can be a discrete one, i.e. very important, don’t know,
not so important), the reputation manager can assign a utility function selected
from a template library.

3. Evaluation of the Reputation Model
Some simulations were performed in order to validate the intended properties

of our reputation model.

3.1 Initial Experiments
Initially, we consider the simplistic approach in which a resource provider

supplies one service –storage– and the service has one issue of interest –storage
capacity–. The user expectation for storage capacity is 100Gb, and uses the
same utility function (equation (1)) for all his tasks during the time of the
experiment.
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Further, we assume that the provider delivers the service according with
some pre-established patterns. The reputation function for a issue of interest
(equation 2) requires a time discount function; following [3], the time discount
function is defined as ϕ(t, tj) = e−

t−te
λ . We took a time frame of 1000 time

units (tu) for our experiments, using λ = 200. The reputation engine is set
up to compute the reputation values according with the formulas presented in
section 2 at every 20 time units.

The provider supplies a storage capacity uniformly distributed around the
expected value of 100Gb. We took a variation band of 20Gb, from 85-105.
Figure 1 shows how the reputation measure reflects this pattern of delivery for
the service and the issue. We can notice that after a short learning time frame,
the reputation stabilizes itself around some value. Next, we generated a harder
drop down in the delivery of the capacity issue at a provider site. Between time
units 200 and 300 the provider drops the supplied capacity with 20Gb. Figure
2 shows the results. We can notice that the reputation value immediately drops
after the the fall in delivery and it does not recover at the initially existing level
even at the end of the time frame.
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Figure 1. Reputation when the issue is de-
livered normally distributed around the ex-
pected value
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Figure 2. Reputation when there is a decay
in delivery

The next experiment emphasizes the usage of reputation deviation. We con-
sider two providers: first provider supplying uniformly distributed values in a
variation band (line dotted with circles in Figure 3), and second provider sup-
plying normally distributed values with the same mean and a deviation being
half of the bandwidth selected for the first provider (line dotted with squares
in Figure 3). Let the variation band to be between 85 and 105. Analyzing the
upper diagram of figure 3, we can notice that reputation itself is not enough to
characterize which provider is more reputable. However, the reputation devia-
tion, as expected, is smaller (i.e. better) for the second provider, which makes
the difference between the providers. Based on the reputation deviation, one
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Figure 3. Reputation and reputation deviation in the case of different QoS deliveries

can decide which reputation value is more reliable and distinguish between the
above patterns of delivery.

3.2 Enhancing Resource Brokering with Reputation
Resource brokering is defined as the task of selecting and allocating the most

appropriate resource for a given job. Resource brokering is a wide research area
in grids and is not the scope of this paper to enter the full details of this problem.
Instead, we want only to point out that using reputation can be beneficial for the
effectiveness of the brokering process, compared with simplistic approaches
that use no intelligent technique to tackle this problem.

We performed our experiments using the SimGrid simulator [8], on which
we implemented the following reputation-based scheduling scheme: when
scheduling a job to a resource, the resource broker considers all available nodes
that fulfill all service requirements for that job; it then schedules the job to the
most reputable node. We implemented also a monitoring service that observes
the quality of the service delivery during the execution and reports events to a
reputation manager, following our reputation model.

In our experiments, we compared a simple brokering algorithm like round-
robin scheduling with our reputation-based scheme. Round-robin scheduling
has also been used as a base comparison in [2]. In the round-robin approach,
the broker immediately schedules a task that arrives in its queue to the next
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grid node that comes in the round-robin scheme. To measure the difficulty of
the brokering problem, load factor parameter was used [2]: load factor is light
if in a certain period of time the number of jobs submitted is small, and the
length of the jobs are short; otherwise the system load is heavy. We use the
same parameter for the x dimension of Figures 4 and 5. For our experiment,
we allow 20% of the nodes to produce random values uniformly distributed in
a variation band between 85 − 105% of the expected service value. We use
the time discount function defined previously, with λ tuned to 200. In order to
keep low the memory of events related with an issue of a service provider, we
discard all events for which ϕ(t, te) < 0.01

In the experiment we record two parameters: the total completion time for
the entire batch of jobs and the total welfare produced in the system by counting
all utilities acquired by the users for the submitted jobs. Figure 4 depicts the
total completion time for different loads of the system. We can notice that with
reputation-based scheduling, the total completion time is better with around
25%. This 25% gain in completion time can be very significant in the case of
high load factors.
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Figure 5. Total welfare produced per unit
of time comparison

Figure 5 compares the total welfare produced on the time unit. In the case
of the reputation-based scheduling, the efficiency of the system, measured as
the amount of welfare produced on a time unit, is higher. Regardless the load
of the system, the user feels more satisfied from consuming the services in the
utility-based scheduling. A good outcome is the fact that the amount of welfare
produced per unit of time stabilizes for high load of the system. Again, about
25% gain of welfare is recorded. For both cases, only 20% of nodes in the grid
violated the expectations with only maximum 15%, leading to an average of
only 3% violation of the expectations for the overall grid.
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4. Related Work
There are some previous models of reputation for Grids system. The Grid-

EigenTrust model [7] integrates trust management as part of the QoS manage-
ment system. They consider both direct and indirect trust, acquired at the level
of grid entities and contexts (i.e. service delivery), after transaction execution.
PathTrust [6] proposed a reputation system for member selection in the for-
mation phase of a virtual organization. When inviting members to join a VO,
the initiator selects only those members whose reputation is above a certain
threshold and probabilistically selects a member to be in the VO, as we did for
selecting node where to schedule some task. The reputation is built by aggregat-
ing positive and negative feedback the user submits after transaction execution.
These two approaches have the limitation on depending on the direct feedback
from users.

Reputation can be built based on the internal beliefs of the agents, as in the
subjective logic of [4]. In multi-agent research, techniques based on aggregating
over several sources of trust have been considered [3, 9]. REGRET model
[9] aggregates over the individual, social and ontological dimension in order to
obtain a reputation to be used on an electronic marketplace. They inspired us
with the aggregation metric for the reputation and with the reputation deviation.
But their model is based on impressions collected after the transaction, which
limits the applicability of the model to the grid. We distinguish from them
overcoming this limitation by asking the utility function of the user before the
transaction and by the usage of the trusted monitoring information. More, in
our approach, the reputation is aggregated considering the view of several users.

5. Conclusion
In this paper we have presented a reputation model based on ideas of utility

computing, tailored for service-oriented contexts. For each service, the user
defines issues of interest and expected values on such issues. The satisfaction
of the user on a service is measured by a utility function. Reputation of a
service issue is then built by comparing its expected value with the actual
value, delivered by a monitoring system. Reputation of a service is built as the
aggregation of the reputations of its issues. Likewise, reputation of a service
provider is built as the aggregation of the reputation of all services it delivers.
This robust and scalable way of calculating reputation does not depend on direct
feedback collected after the transaction. We have shown the usefulness of the
model in improving the efficacy of resource brokering in Grids when using a
reputation-based scheduling scheme.
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1. Introduction
XtreemOS is an European project with the objective to design, implement,

evaluate and distribute an open source Grid OS, named XtreemOS, which sup-
ports Grid applications, and capable of running on a wide range of underlying
platforms, from clusters to mobiles. The goal is to provide an abstract interface
to its underlying local physical resources, as a traditional OS does for a single
computer. While much work has been done to build Grid middleware on top of
existent OS, little has been done to extend the underlying OS to support Grid
computing, for example, by embedding important basic services directly into
the OS kernel. The approach being investigated is to base XtreemOS on exist-
ing Linux. A set of system services, extending those found in the traditional
Linux, will provide users with all the Grid capabilities associated with current
Grid middleware, but fully integrated into the OS.

A key feature of XtreemOS is native support for Virtual Organizations. The
term Virtual Organization (VO) is well-established within the context of eco-
nomics. The typical goals of a VO include the temporal collaboration of several
entities from different departments and their respective organizations towards
achieving a common business objective. In Grid computing, synergies can be
achieved by grouping users (provided by an identity infrastructure) which share
OS- and application-specific resources and interfaces of computing nodes in a
Grid [1].

The exact realisation of a VO differs from project to project. Some ap-
proaches concentrate on the legal or contractual arrangements between the par-
ticipating entities. Other task-oriented approaches emphasize the workflow to
achieve a goal. VOs can range from long-lived collaborations with many users
(typically found in large-scale scientific applications) to short-lived, dynamic
ventures to achieve one task between a small number of participants (typically
commercial scenarios). A general purpose Grid OS should take a flexible ap-
proach to satisfy as wide a range of applications as possible; the use cases in
XtreemOS reflect this diversity.

Thus, XtreemOS defines a minimal definition of the features of VOs and
provides a toolbox which can be configured to the needs of the application.
Key components of a VO are: VO administrators; a set of users and resources
in different domains; a set of roles which users and resources can play in the
VO; a set of policies on resource availability and access control; an expiry time
of the VO. VO goals or workflows are not modeled, though XtreemOS tools
allows these to be supported at application level. This will typically require
enforcement of policies, event notification of the completion of processes, and
monitoring of exceptional events, such as jobs still executing at VO expiration.
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2. Requirements
The requirements for XtreemOS have been derived from a range of 14 ap-

plications [3]. In the following, we focus on requirements directly related to
VO management and security services.

Three different roles are involved in managing VOs: Domain administrators
maintain a pool of resources that are allowed to be integrated into a VO. They
have the ultimate control over what resources will be available to a VO and
regulate how a VO user uses its resources, and they ensure the reliability and
security of resources being provided to VOs. VO administrators compose VOs
from the resources provided by various domains, and they manage (e.g. create,
delete, and modify) user accounts and the permissions VO users have within a
VO. The role of the VO administrator can be assigned to one or more persons
from the participating institutions.

Users can register with one or more VOs so that they can utilize resources
from different VOs concurrently and independently. An individual may have
different roles and be assigned with different capabilities in different VOs. To
obtain a VO user account it is not necessary to have a pre-existing local user
account in one of the domains belonging to the VO. Moreover, it must be pos-
sible to transfer data, files and directories between local and VO accounts (e.g.
by copy or mount). Overlapping VOs are required, i.e. multiple VOs can be es-
tablished on the same node. The applications require exchange of information
between different VOs by means of messages (also instant messages), shared
memory and data transfer.

It is required that VO management actions be highly automated, allowing
them to be completed in a specified time threshold, typically to the order of
a few seconds. It must be possible to guarantee the lifetime of a VO for a
specified or an unspecified amount of time (until a notification e.g. by a user or
application). VO management must be supported by an API, a command line
interface and a GUI including VO monitoring facilities.

XtreemOS has to allow for dynamically changing the composition of VOs
during application runtime, e.g., if certain computing resources fail. In such
circumstances, the unavailable resources need to be automatically substituted
by alternative resources also including a migration of the affected running ap-
plication components.

Data stored on resources must only be accessible by users and administrators
that are members of a VO with the appropriate access rights. Confidential data
communicated must be encrypted. Loss of integrity of stored data must be
preventable and detectable. Data should be hashed and digitally signed by a
trusted key stored on the OS. The integrity of transferred data must be validated
before being committed (need for an OS reference monitor mechanism). The
OS must be capable of signing and verifying signatures of data in an end-to-
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end manner. A transaction framework is necessary, considering the distributed
nature of the resources. Users should authenticate via single sign-on to gain
authorized access to VO resources. Administrators are capable of recording
the usage (by whom and when) of resources without users being able to deny
(repudiate) such usage. This includes a secure audit service with the ability to
the record timestamps and the VO in which a certain resource was used.

Isolation of VO users: As users may be involved in multiple VOs, it is then
necessary to separate their user data and have means of determining which
VOs they are currently working in, when accessing data. Isolation of data
per-VO: Data stored on the same resource for different VOs must show non-
interference. Isolation of services per-VO: Parties in different VOs must not be
able to recognize that they are sharing resources nor can they gain knowledge
of what other parties are doing with those resources. If one of two virtualized
services on the same physical resources fails, this must not interfere with the
other. It is proposed to investigate in how far virtual machines or containers
(e.g. provided by OpenVZ) can be used for the purpose of isolation.

3. VOs in XtreemOS Architecture
This section first sums up the VO management challenges addressed by

XtreemOS and then, describes various aspects of VO management in our sys-
tem architecture, ranging from lifecycle management, application execution
management, security, to node-level enforcement mechanisms.

3.1 Challenges
XtreemOS aims to provide native support for the management of VOs in a

secure and scalable way, without compromising on flexibility and performance.
Several key challenges are identified from both the requirement analysis and
investigation of most state-of-art Grid VO solutions.

Interoperability with diverse VO frameworks and security models. Dif-
ferent VO management frameworks and security models have been developed
so far and new ones keep on emerging. The diversity of their implementations
is embodied in their adoption of different user identities (e.g. X.509 end user
certificates, Shibboleth handles), different message sequences (e.g. push, pull
and agent models), different places to convey security attributes (e.g. proxy
certificates or SAML tokens) and different policy models (e.g. role-based ac-
cess control). XtreemOS must be able to interoperate with, rather than replace
these existing solutions and even traditional local security mechanisms (e.g.
Kerberos). It is a challenge that the operating system-level abstraction of VOs
in XtreemOS allows for integration of various existing VO structures.
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Flexibility of policy languages. XtreemOS puts emphasis on that both sci-
entific and enterprise business applications are equivalently supported. Users
from these two representative application domains have different views of poli-
cies in a VO, in terms of subjects (users), objects (resources), access rights,
Service Level Agreement (SLA) and QoS constraints. Therefore VO policies
in XtreemOS have to be expressive and flexible enough to accommodate various
levels of resource access rules.

Scalability of management of dynamic VOs. In order to support large
numbers of users in a dynamic environment (dynamicity of resources and of
users) while still providing accurate isolation of these users, solutions such as
rather static files containing user information must be avoided. For example,
when VOs are dynamically changed, it is impractical for the VO manager to
update gridmap files on all resources, due to the heavy admin burden caused as
well as the difficulty to maintain data consistency.

Strong isolation, access control and auditing. Some applications request
for strong isolation of user applications on the Grid: hiding user identities, pro-
tecting files and processes, strict division of performance load, and so on. These
requirements are typical for most of the industrial applications. In some envi-
ronments this ability to generate strong isolated execution environment could
even be used to isolate individual processes on a single resource. Implementing
such requirements is difficult without operating system support. Furthermore,
a secure Grid system must provide strict access control from the service level
down to the system object level (files, sockets, . . . ). In all cases, it must be
possible to monitor and log operating system service usage as well as system
object accesses. The audit log must contain references to user credentials (se-
curity ticket) and be securely provided to the resource owner as well as the VO
manager.

3.2 VO Management
In this paper, we use the concept, VO Management (VOM), to cover all the

infrastructural services that are needed to manage the entities involved in a VO
and ensure a consistent and coherent exploitation of the resources, capabilities,
and information inside the VO under the governance of the VO policies. A VO
policy is defined as an authorization statement that describes what activities
a subject (e.g. an entity in a VO) is allowed to perform on an object (e.g.
resources) with certain constrains (e.g. time, location), if there is any.

There are several stages of VO lifecycle: VO identification, VO formation,
VO operation, VO evolution, and VO dissolution. VOM plays a different role in
different stages of this lifecycle. During the identification stage, VOM is mainly
responsible for user management (e.g. registration, attribute management) and
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VO policy specification (e.g. constrains on resource usages). During the for-
mation stage, VOM involves in the processes of resource matching, negotiation
and establishment of Service-Level Agreements (SLAs) by applying VO poli-
cies. The operation stage leverages the information made available during the
previous stages. In this stage, VOM coordinates logging, accounting, auditing
operations on nodes and ensures the availability of such information, if needed.
For jobs that require interactive sessions, VOM also provides authorized users
with facilities (e.g. credentials) to access the sessions of runtime applications.
The evolution stage takes place when the VO is altered during its lifespan, for
example, by a change in the participating entities or in their conditions of use.
During the last stage, VOM ensures the deletion of non-persistent information
(e.g. temporary files and accounts) and the reclamation of credentials.

3.3 VOM and AEM
In XtreemOS, application execution is managed by Application Execution

Management (AEM) services [2]. AEM services can be conceptually grouped
into two types of services: Job Management Services (JMSs) and Resource
Management Services (RMSs). JMSs cover all the job related tasks, such as
job scheduling, monitoring, event handling, and execution management. JMSs
are mostly operated on an individual job basis, that is, these services do not
have a global view of the system. RMSs cover all the resources related tasks,
including resource monitoring, selection, matching, negotiation, and allocation.
This section focuses on the interactions between VOM and AEM during the
job submission stage which is illustrated in Figure 1.

Figure 1. Interactions between VOM and AEM during the Job Submission Stage

VOM consists of two main components: authentication manager and autho-
rization manager. The job submission process starts from a VO user submitting
a job request to the authentication manager. The authentication is performed



Virtual Organization Management in XtreemOS: an Overview 79

against the credentials attached to the job request. Once a user is authenti-
cated, the job request is forwarded to JMSs, which in turn contacts RMSs to
select an initial list of resources. The selection is based on the job description
and resource characteristics. The list is then subject to the scrutinization of
the authorization manager to ensure that the job request and selected resources
conforms to the overall VO policies in this context. As a result of the policy
checking, an authorized list of the resources is then sent back to RMSs which
will forward it to JMSs for conducting resource negotiation. Once the resources
are successfully negotiated, JMSs will submit the job to RMSs which will then
be responsible for launching the job on remote nodes.

In this process, the functionalities of VOM are to ensure that: a) only au-
thenticated VO users can access AEM services; and b) the job execution will
conform to VO policies by engaging the authorization manager in the process
of resource selection.

3.4 Security
Because VOM involves in different stages of a VO lifespan, the design and

implementation decisions on security services will have a significant impact on
the efficiency and quality of the final XtreemOS operating system. This section
discusses some of the key issues.

In Figure 1, when a user initiates a job request, the request is shown to be
bundled with the user’s credential for authentication purpose. In practice, this
can be implemented in two different ways. The usual approach is to implement
the authentication independent from underlying operating system level authen-
tication. This is a popular approach adopted by many existing Grid middleware,
e.g. Globus. It has the simplicity of implementation but comes with the com-
plexity of configuration and management. That is, people who provide Grid
services have to set up and manage two largely independent layers of services.
In reality, it is common that more layers of services (e.g. Web services on top
of Grid services) are introduced to establish extra levels of controls.

In XtreemOS we propose an alternative approach by aiming to integrate
VOM as part of the OS. More specifically, VOM can be implemented as a
service that can be integrated directly with existing authentication infrastructure.
The benefits of this approach are described as follows. First, it reduces the
management and performance overheads introduced by the layers of controls.
Second, the hassle of accessing VO resources can be reduced. XtreemOS targets
for both simple applications (i.e. a single request for the entire execution) as
well as complex applications that involve interactivity and multiple execution
requests, for example, for debugging purpose. Because of this reason, we
anticipate that the integration of VOM as an OS level service should streamline
the session management required for managing complex application.
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3.5 Node-Level Enforcement
The policies specified by a VO, such as security, resource limitations, schedul-

ing priorities and rules on how shared resources could be used by VO members,
will be finally checked and ensured at resource nodes.

In order to adapt to different VO models and reduce kernel code changes,
XtreemOS will use the PAM (Pluggable Authentication Modules) system [7],
which allows a system administrator to add (possibly VO-specific) authentica-
tion methods by installing new PAM modules.

Local user accounts in XtreemOS are allocated dynamically on each resource
to match the actual global users exploiting that resource. The XtreemOS PAM
plugins would be in charge of implementing (or interfacing to) a local ser-
vice allocating fresh local UID/GID couples upon request, of managing local
UID names, of managing user home-directories (either from XtreemFS, the
XtreemOS Grid file system [4], or on a scratch directory) and of managing the
user credentials for XtreemFS access. The dynamic allocation of user accounts
ensures XtreemOS scalability and reduces the complexity of VO management:
no need to configure resources when users are added or removed from VOs.

During session initialization, XtreemOS stores the user security ticket in
the kernel session keyring: this ticket will be associated to all local processes
generated by the user request (fork, execve, etc.), and will be retrieved each
time the global user identity or credentials need to be exploited: access to local
or external service, auditing, ...

Dynamic management of local UID/GID also provides some level of iso-
lation between Grid users: they do not share access to local files, and it is
possible to hide the real identity of a user in the local name space. XtreemOS
does not exclude the use of virtual machines, or process containers, to pro-
vide stronger isolation properties, like performance isolation (e.g. hiding CPU
usage, memory limits).

The policy enforcement points provide access control and auditing on op-
erating system services. Fine grain access control is also possible when the
application activity generates requests to external services. This is the case
for XtreemFS or NFSv4 filesystems. Fine grain access control and auditing
on operating system objects (processes, sockets, ...), requiring the support of
the Linux kernel, can be provided through the LSM (Linux Security Module
framework).

4. Related Work
This section briefly discusses two exemplary tools that are relevant to

XtreemOS in the area of VO management.
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VOMS [5] is an important VO reference implementation to XtreemOS be-
cause it is currently a popular approach to integrate VO information (e.g. a
user’s roles in a VO) into node-level enforcement mechanisms.

However, managing VOMS effectively is an non-trivial task because autho-
rization decisions are often a result of a joint process between the VOMS server
(participating in the form of VOMS credentials) and nodes. Because both node
policy and configuration will be taken into account, it is difficult to figure out
what privileges a user has at a given time for a certain job. This is a practical
issue which can be a potential hurdle for the future acceptance of XtreemOS.

In order to make node-level access control and account mapping decisions,
nodes need to be knowledgeable of VO properties (e.g. roles and groups).
However, managing such knowledge consistently and coherently can be non-
trivial. This becomes a potential scalability problem for large VOs with a
significant number of properties. It also makes it difficult to create new VOs
and introduce new properties dynamically.

CAS takes control over the policy specification by explicitly spelling out
the relationship between VO users and resources [6]. CAS represents a push
model of enforcing VO policies because its policy enforcement is decoupled
from VO information (e.g. user groups/roles). Therefore, it is comparatively
easy to create dynamic VOs using the CAS model. However, it is not always
easy to figure out what VO resources users need to use in advance.

Overall, VOMS and CAS represent two different ends of the spectrum.
VOMS is lean to a pull model where access control is done at nodes by pulling
policy information on demand (i.e. from the VOMS credentials) whilst CAS is
a push model where authorization decisions are being pushed to nodes. Both
are complementary to each other. Because XtreemOS aims to provide generic
OS level support for Grids, we are investigating a combined use of both models
in our system.

5. Conclusions
In this paper, we have described the outcome of the first stage of the Xtreem-

OS project which has concentrated on developing requirements and initial ar-
chitectural design of VO support, at both the kernel level and within the Grid
support services of XtreemOS. This work is ongoing. The initial prototype
of XtreemOS which will provide the basic instantiation of this architecture is
under implementation. This will then be tested on a variety of use cases and
further refined.

Further extensions to the basic VO support are planned. These would in-
clude: mechanisms for federated authentication; trialing of expressive policy
languages; the role of virtualisation to support highly secure commercial VOs;
the integration of trust domains. Further, we regard it an essential for a practical
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system that there should be some assurance provided that the systems does meet
recognised security criteria. Work is ongoing to derive a systematic analysis
of threats to the XtreemOS system, with a view to validating the integrity of
XtreemOS.
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Abstract In a service-based grid, the data to be processed are usually moved to the service.
However this is not always possible for security and data privacy reasons, as
in biomedical grids processing patients’ data. The other way, moving services
to the location of the data, brings challenges in dealing with heterogeneity of
deployment environments. A solution for this problem is proposed in this paper,
based on services deployed in hardware virtual machines. Such setting allows a
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possibly even disconnected from the network, thus creating a “sealed grid” for
processing sensitive data.
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1. Introduction
The vision of Grid was originally motivated by High Performance Comput-

ing community needs to pool resources in order to have more computing power
and to be able to solve computationally intensive problems in less time. How-
ever, over time, more diverse communities become interested in the Grid not
because they needed more computational power, but because they needed the
sharing of resources across organizational boundaries, which Grid enables, and
these resources were not only processors and disk storage, but also remotely
controlled instruments, information and knowledge.

Our work in the MediGrid project is focused on the type of the grid, intended
for sharing knowledge in the biomedical domain, which can be expressed al-
gorithmically and shared among geographically dispersed medical specialists
[1, 3, 4]. The biomedical knowledge is encapsulated as data processing grid
services, and the grid infrastructure helps its users to discover and apply the
services to their data.

This type of grid is not a High Performance Computing (HPC) grid, nor a
High Throughput Computing (HTC) grid, as the point here is not to do a large
amount of computing or to process a lot of data. The medical applications
usually do not need to process large amounts of data, and the processing is not
very computation heavy. But one of the three defining features of a grid is that it
“coordinates resources that are not subject to a centralised control” [2]. And this
is the essence of the MediGrid – it coordinates medical knowledge resources
owned by independent organizations, providing non-trivial quality of service
by combining them. So it is the sharing of resources across organizational
boundaries, that needs the usage of grid technologies, and makes clusters or
other centrally administered tools insufficient.

The biomedical domain has particular requirements for dealing with patients’
data, as most countries have special laws protecting personal data, and the data
about patients cannot effectively leave the institution which collected them.
Even when such biomedical data are anonymized, i.e. all identification data like
name, address, date of birth, and various identification numbers are removed, it
is not possible to completely anonymize all data. For example, there are some
diseases so rare that only several patients suffer from them in a whole country
and the mere fact that an anonymous patient has the disease is sufficient to
identify the patient.

Given such limiting restriction on handling data, it is often not possible
to send the data outside the hospital or the other biomedical institution for
processing. So if we need to process such data, the only option is the other
way round, to move the processing software to the location of the data. Note
that this is the opposite of the classic computational grids, where the valuable
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resource is the computing power. Here computing power is not important, and
the valuable resource is the knowledge behind the processing algorithms.

Our biomedical users specifically expressed the desire to be able to “down-
load” all grid services into their personal computer and then disconnect from the
network, so that they can be sure that no data would leak. Such a disconnected
personal computer running a whole grid is a special case of a more general
scenario, in which grid services are downloaded and put into a tightly con-
trolled grid environment separating them from the outside world. The tightly
controlled grid environment is administered by a single organization owning
the data to be processed, so the organization can be sure that the privacy of the
data cannot be compromised. Such a tightly controlled grid environment we
can call a “sealed grid”, because no data can escape from it. It is discussed in
the section 2.

However, moving software to data has its problems too, namely requirements
for the execution environment. A promising way how to satisfy the requirements
is the use of hardware virtual machines, where images of virtual computers
with complete operating system and installed services can be downloaded and
deployed, as is detailed in the section 3.

The possibility of moving services to data brings some consequences for
responsibility for the quality of data processing, which is discussed in the sec-
tion 4.

An important issue in biomedicine is the reproducibility of services’ results,
and that can be solved with the help of hardware Trusted Platform Module
chips, now available in many new computers. This issue is discussed in the
section 5.

An extension of the idea of a sealed grid is then given in the section 6, where a
machine outside the data owning organization can be used with the trade-off that
the downloadable images of grid services must be checked before deployment.

2. Sealed Grid Environment
As was sketched out in the section 1, there are domains where data confi-

dentiality and privacy are paramount. But even these domains may profit from
sharing resources on the grid, just it is not the data that may be transfered across
organizational boundaries. Then it must be the software for data processing,
that must be transfered.

Because the data must not be in any case transfered outside the owning
organization, the software must be put into a sealed environment, which will
not allow any communication outside its boundaries.

Providing software in the form of services, the so called Service Oriented
Architecture, solves many problems with dependencies and interdependencies.
Thus wrapping the software as services with interfaces described in machine-
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understandable format, registered in a service registry, is the current architecture
of choice.

There may be more infrastructure services than just the service registry. In
the case of our biomedical grid, we added services for ranking of services, for
semantically aided building of a workflow and executing the workflow. We can
assume that the ranking of services and building of workflow can be done on
the “open grid”, as it does not involve the sensitive data. However, for the data
processing, the infrastructure services for registry and workflow execution need
to be available inside the sealed environment, as the deployed data processing
services would not be able to reach them otherwise. So the sealed environment
will need to provide a private copy of a part of the grid infrastructure, at least
the service registry, into which the services must register themselves.

3. Service Deployment in Hardware Virtual Machines
Every software has requirements on its execution environment in terms of

specific versions of operating systems, installed libraries or other software on
which it depends.

Even programs made for an execution environment specified in terms of
application-level virtual machines, like languages compiled into bytecode (Java
JVM, .NET CLI) or scripting languages (JavaScript, Shell, Perl, etc.) usually
do not run exactly in the same way on all implementations and versions of the
target platform. It is an inherent problem, because various implementations of
the same platform have different bugs, and an application must work around all
of them. A famous example is JavaScript implementations in WWW browsers,
where each version of each browser behavior differs slightly from the others.
Sometimes even the same version of the same browser behaves differently on
different versions of the same operating system. This problem is caused by
the simple fact that the execution environment specification provides too large
space for errors and depends on the expected behavior of all standard libraries.

On the other hand, hardware virtual machines (HVM) [5], like VMware
or Xen, provide discrete execution environments on a single computer, each of
which runs an operating system, thus providing the illusion of having an en-
tire computer. Software deployed inside a hardware virtual machine can have
exactly its required execution environment. All dependencies on a specific op-
erating system and its version, installed libraries or other software, are trivially
satisfied.

The touching point between the whole virtual computer and the virtual ma-
chine is much smaller than in the case of the application-level virtual machines.
It is mostly the CPU instruction set and a few peripherals like the network card
that need to be properly emulated, and in the case of the CPU it is often even
delegated to the real CPU, so the space for error is much smaller.
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An image of a virtual computer, including its file system and state of memory,
can be packaged as a single file, and transferred over the Internet. Thus a grid
service can be installed inside a virtual computer, which can be than packaged
and distributed as a downloadable image.

There are already images available on the Internet with pre-installed Linux
and selected applications, like a database server, a web server, or anti-virus
email gateway, each packaged in a file just few megabytes large.

When such a HVM image with a grid service inside is deployed and started,
it can obtain an IP address using DHCP, and the service can search for a service
registry (using network broadcast or multicast) and register itself in the registry.
In this way the private service registry inside the sealed environment would be
aware of all the available services.

4. Downloaded Services and Trusted Computing
In the biomedical domain the data processing is a very sensitive issue. Not

only the data must be kept confidential, also the responsibility for the quality of
data processing needs to be known. Thus digital signatures of data producers
attached to all data are highly desirable. However, when a service is run under
the control of its provider, the provider can take some responsibility for the
quality of processing, but when the service is downloaded from its provider and
subsequently run by the data owner, the original provider is unlikely to take full
responsibility, as the service is no longer under its control. In that case the data
owner should provide the signatures.

Thus every service instance should be able to provide the signature of the
subject which currently runs it. In the case of the hardware virtual machines
we can leverage the TPM chip (Trusted Platform Module) which becomes
routinely available in all modern computers. The TPM chip uniquely identifies
each computer and stores private keys. Software can utilize the TPM chip to
encrypt data so that when the data is moved to another computer, it becomes
unusable.

The chip is accessible from hardware virtual machines [8], so a downloaded
image of a HVM can use the credentials of the hosting real hardware computer.
Thus a grid service deployed inside a HVM can have the identity of its original
provider, when run on its hardware, and it can have the identity of the data
owner when downloaded and run by the data owner.

Trusted Platform Module
The Trusted Platform Module (TPM) [7] is one of the building blocks of the

Trusted Computing Platform (TCG) [6], which aims to setup controlled secure
environment. The TCG covers many parts including network communication,
operating systems, client applications and users credentials. It defines specifi-
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cations in each area, which a secure environment must comply with. TPM is a
microcontroller chip which is bound to the motherboard of a PC. TPM is used
in this environment for number of purposes. It uniquely identifies the computer,
it does basic cryptographic operations and can be used as a secure storage for
RSA keys. Till now TPM looks like a typical hardware token but TPM has
more functionality. It can be used for providing hashes of states of the system;
these hash values can be verified by other parties thus checking the integrity of
a remote system. TPM modules can talk to each other and can exchange keys
in a secure way.

Main components of the TPM are Attestation Identity Key (AIK), Endorse-
ment key (EK), Platform Configuration Registers (PCRs), Random Number
Generator (RNG), and Direct Autonomous Attestation (DAA). The EK is im-
plemented as X.509 certificate with its private key stored in the TPM. The TPM
protects the private key and prevents from exporting it elsewhere. The EK is
used for establishing that AIK keys were generated in the TPM. AIK is also
in the form of a X.509 certificate, it is used for providing identification of the
TPM to other parties. PCRs are special registers that can hold hashes, hashes
can be changed only by authorized users or with the knowledge of the previous
value from which the previous hash was computed. DAA is a protocol which
can securely and anonymously transfer data from remote TPM’s PCRs.

5. Service Integrity and Versioning
Using images of hardware virtual machines gives us also another advantage,

which is easy checking for software integrity and correct version. The HVM
image can be checksummed (with MD5 or other checksum) and that checksum
can be compared to a value obtained from a trusted source. This solves the
problem with versioning—a service consumer can be sure that a service is
identical to a proven and tested version of the service, and was not silently
upgraded by its provider, possibly removing some known bugs and introducing
new ones.

The ability to check that a service was not modified is crucial for obtaining
reproducible results, which is important in biomedicine. It is very hard or
maybe intractable to ensure that a remotely accessed service was not modified,
because the only thing that a service consumer has is the service’s contract,
its interface. Its implementation is hidden and can be replaced anytime. The
separation of the interface and implementation is a defining feature of services.
But without access to the implementation, the service consumer cannot check
that the implementation was not modified, and thus reproducibility of the results
cannot be ensured.

When using downloadable services in hardware virtual machines, the service
consumer has the service implementation wrapped inside the HVM, so a simple
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checksum can verify that a service was not modified. In the knowledge grid
with potentially many highly specialized data processing services, that we are
working on, users need to know an exact version of a service, because they
select services based on reputation of the services. Also, it is a known practice
in computational chemistry, that some bugs in software are never corrected,
even when everybody knows that the bugs are present, so that the results of
computations are comparable. The reproducibility of results is clearly more
important to such users than the correctness of the results. Knowing that a
service was not modified is then a natural requirement.

Secure Credential Delegation to Services
In our architecture the images of hardware machines will be available from

specialized repositories maintained by skilled administrators and users who
have the expertise necessary to install the system and application inside the im-
ages. The images and their corresponding description will be cryptographically
signed using the private key of the maintainer who produced the image. Such
a precaution will make it possible for the end users to verify integrity of the
retrieved image and also to identify its producer if necessary. Thus, a user who
specified her personal preferences can choose an image produced by a preferred
image provider in an easy and trusted manner.

Once the image is downloaded from the repository and verified it can be
installed into a virtual machine. After loading into the machine it is necessary
to personalize it using the identity of the user. In order to provide a secure yet
easy way to personalize multiple virtual machines we will use the key migration
mechanism supported by the TPM specification. The migration protocol makes
it possible to transfer sensitive data (e.g. private keys) between two TPMs in a
secure way without revealing the content to any third-party entity who has access
to communication, including administrators of the TPM machines. Using the
migration process it is possible for a user to send her private keys to the virtual
machines where she prepared the images.

Once started all the services will use the user’s identity and thus they will be
able to work on the user’s behalf. The user has full control over the location
where her private key was installed and the migration process ensures the cre-
dentials cannot be intercepted during the transition. Such an approach can be
viewed as a viable alternative to the wide-spread use of proxy certificates that
do not provide the needed control over their use to their owner once they are
delegated to a service.

6. Sealing an open environment using TPM
The notion of a sealed grid was motivated by the possibility of having a con-

trolled environment consisting only of trusted machines inside an organization,
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which are not connected to any outside network. In this case the data are only
processed by the internal machines and cannot leak outside the organization.
If we relax slightly the strict requirements on private processing and want to
allow the data to be handled in more open environment we could benefit from
the remote attestation mechanism that is one of the crucial components of the
trusted computing. Using this mechanism it is possible to check integrity of
any remote machine using the TPM as well as verify applications run by the
machine. In our architecture the machines would run an HVM instance and
the user deploying images of virtual machines would first verify the HVM is
correct and has not been tampered with and only then install the image on the
machine.

7. Conclusion
We have presented a grid solution for domains where data confidentiality,

results reproducibility and defined responsibility for data processing are the
important requirements, like in the domain of biomedicine. The solution is
based on deploying services in hardware virtual machines, whose images can
be packaged and downloaded over the Internet. The downloaded images can
be put into a sealed environment with a copy of the part of a grid infrastructure
that is needed for data processing. No data can escape from such a sealed
environment, so the data confidentiality is guaranteed.

The downloaded images of virtual machines with grid services can use user
credentials to sign produced data thanks to hardware TPM chips, which store
private keys and are even able to delegate user credentials from one computer
to another one in a secure way, that even administrators of the machines cannot
intercept them.
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1. Introduction
Component model may be considered as one of the most appropriate para-

digm for programming Grid applications [7]. It allows to tackle the problem of
complexity originating from an application and an infrastructure by providing
such features as composition by interfaces, support for flexible deployment and
reconfiguration mechanisms.

There are few component models which address the Grid applications: the
most important ones are Common Component Architecture (CCA) [3], Grid
extensions of CCM (CORBA Component Model) [10] and Grid Component
Model (GCM) [1] developed recently by CoreGRID project. GCM is based
on the Fractal [5] and is being developed as a standard component model
for programming the Grid. To achieve this goal, the abilities to interoperate
with existing applications and to integrate existing "legacy" components are
required. The CCA model which has been developed by the HPC community
for several years, now has a number of implementations (frameworks) such
as CCAFFEINE [3], XCAT [9] and MOCCA [11], and scientific components
are expected to be available soon. Therefore, the problem of interoperability
between GCM and CCA becomes an interesting and important issue.

In this paper, we address the problem of interoperability between GCM and
CCA component models. We focus on the base component model of GCM,
namely Fractal, as it defines the fundamental properties of the components
and their interactions. We start with an analysis of both models to identify
similarities and differences between them. Next, we discuss integration strate-
gies and propose the solutions to the identified problems, such as issues with
typing system. We propose a generic and framework independent solution,
which is based on the adapter (wrapper) design pattern. In order to validate
the approach, we have developed a prototype, which allows ProActive (a GCM
prototype) [4] and MOCCA (a CCA implementation) [11] frameworks to in-
teroperate. The extensions to Fractal introduced in GCM, such as collective
interfaces and autonomic controllers are left for the future work.

2. Background
Interoperability can be defined as an ability of two or more entities to com-

municate and cooperate despite differences in the implementation language, the
execution environment, or the model abstraction [14]. Today, a popular solution
for interoperability between components is Web Services where standardized
protocols based on XML provide the common language for applications to
communicate [6]. This has been successfully applied also to high-performance
modules like ASSIST modules, wrapped as GRID.it components [2].

Interoperability has been outlined as a requisite for the Grid Component
Model: a realistic programming model, in the context of heterogeneous sys-
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tems, component frameworks and legacy software, must be able to interoperate
with existing component frameworks and allow applications to be built from
a mixture of various kinds of components. Naturally, the GCM proposes to
achieve general component interoperability through standardized web services.
Besides of it there are alternative interoperability approaches: our idea is to
introduce mediators and adapters to build up an ad-hoc interoperability layer
between selected component frameworks without superimposing on them an-
other general-purpose interoperability framework (like a CORBA bus, or a
meta-component model implemented on top of some selected existing compo-
nent frameworks [13]). This alternative approach is undertaken in the work
described in this paper.

3. Overview of CCA and GCM
The CCA[3] specification is defined using the Scientific Interface Descrip-

tion Language (SIDL) [8] which specifies the core entities: components, ports
and a framework. Ports are the external interfaces of a component and they must
extend the Port interface. A component declares both its client and server inter-
faces called uses and provides ports respectively. The framework is represented
to the component by the Services interface, which is used by the component
to register its ports. This interface also defines a getPort() method which
allows a component to obtain a reference to the uses port in order to invoke
methods on this client interface. The external interface exposed by the frame-
work to the application developers is called BuilderService. It provides
methods for creating/destroying component instances and connecting/discon-
necting their ports. Besides of these core interfaces, CCA also specifies optional
ports, such as component repository, connection event service, service registry
and parameter ports, intended to facilitate interoperability between different
frameworks.

Fractal is a hierarchical component model that provides introspection and
intercession; it is easily extensible [5]. There are two kinds of components
in Fractal: primitive components which are black boxes, and composite com-
ponents that are composed of other components and can be used to build up
yet other composites. Fractal enforces a clear separation between functional
and non-functional aspects; non-functional features are provided by controllers,
and encapsulated in a membrane. This model provides reconfiguration (adding,
removing, binding, and unbinding) of the functional content of composites com-
ponents, in order to support adaptivity of the component systems.

The GCM is a component model targeted at Grid computing, which focuses
on the following extensions to the base Fractal model:

A deployment paradigm based on virtual nodes allowing to specify a
logical deployment of a system, and a physical deployment separately.
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Support for several communication patterns. First, asynchronous method
calls is considered as the default semantics, and other semantics as stream-
ing and event-based communication may be supported. A major contri-
bution of the GCM is to standardize multicast and gathercast interfaces
that allow 1-to-n and n-to-1 communications.

Support for non-functional adaptivity and autonomicity. The GCM spec-
ifies how to design non-functional aspects in a component way, and thus
allow the reconfiguration of the non-functional features of a component
system. Finally, a set of autonomic controllers is also standardized and
they allow component to adapt themselves in a much hierarchical and
autonomous way.

4. Comparison of CCA and Fractal
Both CCA and Fractal component models enforce a separation between inter-

face and their implementation, allow composition of applications by connecting
client and server ports of components, and provide some reflective capabilities.

The basic and obvious similarity is that the functional interfaces of compo-
nents in both models are equivalent, e.g. when considering Java implementa-
tion, both Fractal and CCA components are Java classes implementing their
functional interfaces and some additional interfaces imposed by the specifica-
tion. Interaction between components in both models is based on the method
invocation on the client interface which is connected to a server counterpart.

The first conceptual difference is the way the components in both models
interact with the outside world. In CCA, a component is given an explicit
reference to the framework, and the component itself has the “initiative” to
actively inform the framework about its internals, i.e. ports (interfaces). On the
other hand, the Fractal model assumes that the component has a passive role in
the introspection process and can reveal its internals on demand.

The second difference is the way the component interfaces are connected.
In CCA the BuilderService is responsible for creating the connections and
the framework manages them, while the component is only required to invoke
getPort() method to get a valid reference to the port before using its client
interface. In Fractal, the connection is managed by the component, by imple-
menting a BindingController interface.

ContentController in Fractal does not have its counterpart in CCA be-
cause CCA does not support composite components as explicitly as Fractal.
Also, there is no standard life cycle controller mechanism.

Although CCA does not distinguish non-functional interfaces (controllers)
there are some standard ports, which are optional. One of them is is a Basic-
ParameterPort which can be used to read and modify arbitrary properties of
a component, analogously to Fractal Attribute controller.
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The mechanism of component creation is also different in both models. The
method for creating instances in CCA is included in the BuilderService port,
whereas Fractal defines the Factory interface for this purpose. In both cases
the creation mechanism may be implementation specific, and depends on the
actual framework.

Although there is no standard Application Description Language (ADL) for
CCA components, the BuilderService provides all the required functionality
to construct such a description. The Application Factory project defined the
XML-based ADL for XCAT [9], whereas CCAFFEINE [3] defines its own
scripting language for composing applications.

5. Overcoming Typing and ADL Issues
One of the main issues in this work is to deal with the fact that Fractal (and

GCM) components have an immutable type (i.e. a set of exported interfaces
cannot evolve dynamically) whereas CCA component can subscribe new ports
to be exported at any time. More precisely, in CCA, each component can register
a port at any moment, so there is no concept such as a component type. On
the contrary, in Fractal, except collection interfaces which can be instantiated
several times along the life of the component, the type of a component and the
set of its interfaces is fixed upon its instantiation. The “static” typing of Fractal
components can be used to verify the correctness of the bindings, according to
interface types. We propose the following ways of solving the typing issue:

1 Generate a Fractal component automatically upon instantiation of a CCA
component, i.e. to use only the port declared by the setServices
method. This allows to build a Fractal component automatically without
any additional code (no ADL need to be specified) but prevents adding
new ports after component initialization.

2 A programmer should specify the ADL for the CCA component. This
means more manual effort, but no set of interfaces has to be automatically
inferred. One of the main advantages of this approach is that some ports
provided during the component lifetime could be specified as Fractal
optional interfaces.

3 An improvement of the previous approach consists in generating the ADL
specification upon a CCA component instantiation (not necessarily the
real one) and then reuse the ADL inferred in the scenario 2 above. The
user may then modify the ADL generated (to add some of the ports that
will be provided during the component lifetime).

4 One can also generate an ADL from available CCA description (e.g.
as SIDL [8]). The CCA script language (used by frameworks, but not
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standardized) may be reused to declare which ports of the CCA compo-
nent/assembly should be exported.

We have chosen the second approach as it seems the most general, it enables a
very good understanding of the differences between CCA and Fractal, and it is
centered on the interaction between the two frameworks. Moreover, it can be
automatized later on with solutions 3 and 4.

In the all aforementioned approaches a mapping between exported CCA
ports and GCM interfaces is required. More precisely, CCA ports are identified
by the component name and port name, and this must be mapped to Fractal
interfaces defined in the ADL. In other words, we need to define a bijection
between CCA ports (i.e., component name + port name) and Fractal interfaces
as it is defined in the ADL.

6. Integration Strategies
We separate CCA integration inside a GCM component system into two

approaches: the encapsulation of a single CCA component (Section 6.1) and of
a complete CCA system, consisting of several CCA components (Section 6.2).

Along the life time of a CCA-Fractal composition, the integration framework
must support: (a) communication from the Fractal component system to the
CCA system; (b) communication from the CCA system to Fractal components;
(c) plugging or unplugging of Fractal interfaces to the CCA system (both on
the client and on the server side); (d) exportation of new CCA ports if this is
supported (see Sec. 5).

Additionally, we are looking for solution that are as general as possible, i.e.
independent of CCA framework implementation as much as possible.

6.1 Simple Integration
We first focus on a simple case: how to encapsulate a single CCA component

into a Fractal one?
The proposed solution enables the creation (instantiation) of a CCA compo-

nent as a primitive Fractal component in a single address space. It relies on a
wrapper that encapsulates a CCA component, and exposes cca.Services in-
terface to a CCA component (see Fig. 1). Before instantiation we should know
the type of a component in order to define the Fractal type of the component;
this might be obtained from a provided ADL description.

In practice, the wrapper stores the references to bound interfaces and pass
them to getPort() method. All the communication is done by a Fractal
framework (no need to have any CCA framework running at all – the wrapper
will constitute a mini-framework for that component).



Interoperability of Grid Component Models: GCM and CCA Case Study 101

Figure 1. Integration of a single CCA
component into a Fractal one

Figure 2. Interoperability between CCA
and Fractal components

6.2 Real Interoperability
In this case CCA components are created in their own framework and they

are connected to Fractal components running in their framework.
Complete interoperability between two frameworks requires instantiation of

a whole CCA assembly, and ability to interact with it from a Fractal framework
as if it was a Fractal composite component. In this case, we have a CCA
component or a set of CCA components which are created and connected among
themselves by a CCA framework (e.g. MOCCA). So, we wrap the component
assembly as a Fractal component in such a way that it can be connected to other
Fractal components.

The solution we propose is based on a wrapper which adds a Membrane to a
CCA assembly. The wrapper should interact with the CCA framework only via
BuilderService external interface (obtained in framework dependent man-
ner). The wrapper is given the mapping between CCA system ports and external
Fractal ports as discussed in Sec. 5 and using this information it creates Glue-
Ports as CCA components (using BuilderService for each of the exported
ports). The implementation of a GluePort is framework specific, and translates
the Fractal invocations to CCA invocations and reversely. The GluePorts ex-
pose Fractal interfaces to the outside world, and they can be connected (bound)
to other Fractal components using BindingController and Component in-
terfaces of the wrapper. The wrapper uses the BuilderService to con-
nect exported CCA ports to corresponding GluePorts using CCA framework,
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Figure 3. Wrapping an assembly of CCA components running in MOCCA framework as
composite Fractal/ProActive component

so the communication between CCA component assembly and GluePorts is
handled by the CCA framework.

In other words, the Wrapper component is both a CCA and a Fractal com-
ponent. Although Fig. 2 shows the CCA system “inside” the wrapper, it is
possible also to see the Fractal system from the CCA perspective as “wrapped”
one, so the solution is symmetric.

7. Implementation - ProActive and MOCCA
In order to verify the proposed above solution a prototype using Java-based

ProActive and MOCCA implementations was developed.
Integration of a single component was realized as planned in Sec. 6.1. A

wrapper which encapsulates a CCA component and which exposes Services
interface to a CCA component is created by the Fractal framework. The wrapper
instantiates the CCA component as a local object and it invokes setServices
(this) on a CCA component, passing the reference to itself. The CCA com-
ponent registers its uses and provides ports, and consequently the wrapper can
create direct (local) bindings to exported CCA ports.

In the real interoperability scenario we assume that there are CCA compo-
nents running in a framework and connected using a mechanism specific to this
framework (e.g. a script, or Java API), forming the existing CCA assembly.
Fig. 3 shows the example of wrapping an assembly of three CCA components
which provides one port of type A and uses one port of type B. The scenario
consists of the following steps:

1 The Fractal framework creates a CompositeWrapper Component.
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2 The wrapper implements a CCAControllerwhich is used to pass the de-
scription of the CCA assembly to the wrapper. This description includes
all parameters allowing to connect the external ports of the assembly.

3 The reference to BuilderService is returned by a framework-specific
bootstrap method. In the case of MOCCA the reference is obtained from
the URI to Builder pluglet.

4 The type of Wrapper Component is obtained from an ADL or Fractal
API invocations. Provided with the mapping from CCA ports to Fractal
interfaces (Sec. 5), the wrapper creates the GluePorts:

(a) For each Provides port of wrapped CCA assembly one ServerGlue
port is created. It is created as a primitive Fractal component with
one server interface and it has one attribute controller called Wrap-
perAttributes, which is immediately used to pass the reference to
the corresponding CCA provides port (see e.g. ServerGlue A on
the Fig. 3). The ServerGlue component has a MOCCA client code
which delegates the method invocation to the wrapped component.

(b) For each Uses port of the wrapped system one ClientGlue is cre-
ated: it is a primitive one, becoming at the same time the Fractal
and CCA component. It is instantiated in H2O kernel (a container
for MOCCA) and upon creation it launches ProActive runtime to
expose the BindingController (BC). Consequently, ClientGlue can
be connected to CCA components on its server side and to Fractal
interfaces on the client side (see ClientGlue B on the Fig. 3).

5 The wrapper uses the BuilderService to connect the exported CCA
uses ports to corresponding GluePorts.

6 CCAController connects all Glue ports to the composite Wrapper using
standard Fractal bindings.

7 Fractal BindingController of a composite wrapper may be used to connect
exported ports to other interfaces of the Fractal application.

It should be noted that both Client and Server Glue components are conceptually
symmetric and their role is to translate invocations from one framework to the
other. It was the implementation choice to create a Server Glue as ProActive
component which includes the MOCCA code, whereas a Client Glue is created
as MOCCA component with an “embedded” ProActive one (Fig. 3).

8. Conclusions and Future Work
The analysis of CCA and GCM component models, shows that despite some

differences, it is feasible to integrate components from one model into another
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framework, as well as to create the glue code which enables inter-framework
interoperability. The prototype functionality has been verified with a number
of examples, including a non-trivial application (simulation of gold cluster
formation [12]) and integrated with the ProActive library.

We observed that if the properties of two different component models can be
well understood, then the generation of wrappers and glue code bridging two
different component frameworks can be generic and thus automated.

Our approach resembles the one adopted in SciRun2 [13] with Bridge com-
ponents acting like our GluePort ones. However, we avoid introducing the
notion of a new (meta) component model and we allow components running in
their native frameworks to interoperate (i.e. not requiring an additional one).

Future work will focus on automatic ADL building, generation of glue at
runtime, investigating advanced features by which GCM extends Fractal model
and performance tests to measure the overhead introduced by glue layer.
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Grid Environment (VGE) as underlying middleware. In this paper, we intro-
duce the concept of application specific component libraries that can be easily
plugged into the container. Moreover, we report work on coupling distributed
and concurrently running application components that are dynamically assem-
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1. Introduction
Grid technology provides tools and infrastructures for the coordinated shar-

ing of computational resources that are physically distributed, spanning multi-
ple administrative domains. The adoption of Web service technology for Grid
computing environments has been a major research issue in this area, providing
defined access mechanisms for distributed resources based on Web service stan-
dards like XML, SOAP, and WSDL. Service-based Grids typically comprise of
various collaborating services providing capabilities like security, information,
data or resource management as described by the OGSA [8] specification. An
important challenge in this area is the development of software engineering
methods for Grid applications that are built upon a multitude of services as well
as programming models that hide the complexity of the underlying environment.

Component technology provides a powerful way for constructing complex
software systems by decoupling software implementation from application as-
sembly. Several successful frameworks for developing distributed scientific
application exists (e.g. XCAT3 [13], ProActive [2], ICENI [9], Paco++ [15],
MOCCA [14]) implementing and extending a variety of component models in-
cluding Corba, CCA, Fractal, or Web services. The Common Component Ar-
chitecture [5] (CCA) specification defined by the CCA Forum [6] is specifically
designed for the development of large scale scientific applications. The archi-
tecture focuses on the integration of existing scientific software libraries into a
framework for component creation, introspection, and composition, which fits
well into the Web/Grid services model as described in [11].

In this paper, we present the architecture and application of VGE-CCA, a
distributed CCA implementation that allows to develop, deploy, and assem-
ble component-based high performance applications for a Web service based
Grid environment. The framework builds upon the Vienna Grid Environ-
ment [4] (VGE) - a Grid infrastructure for secure, automatic and QoS aware
provision of compute-intensive applications running on parallel hardware over
standard Web service technology. We introduce a mechanism allowing to ex-
tend VGE components using application specific software libraries that can be
easily plugged into the container. Furthermore, we report work on coupling
distributed and co-scheduled application components that are dynamically as-
sembled by clients and run as single application composites. The following
sections provide an overview of the architecture and implementation of the
VGE-CCA framework as well as the underlying Grid middleware. We discuss
the component and composition model as well as its application to a service-
oriented architecture. Finally, we present conclusions and future work.
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2. The VGE Grid Infrastructure
2.1 Architectural Overview and Technologies

The Vienna Grid Environment [4] is a service-oriented Grid infrastructure
for the on-demand provision of HPC applications as Grid services and for
the construction of client-side applications that access Grid services. The VGE
service provision framework is based on a generic application service model and
automates the provision of HPC applications as services based on standard Web
service technology such as SOAP, WSDL, WS-Addressing, and WS-Security.
VGE supports a flexible QoS negotiation model where clients may dynamically
negotiate QoS guarantees on execution time and price with potential service
providers. A VGE Grid usually comprises multiple services and clients, one
or more service registries for maintaining a list of service providers and the
services they support, and a certificate authority for providing an operational
PKI infrastructure and end-to-end security based on X.509 certificates. VGE is
being utilized and evaluated in the context of the EU Project GEMSS [3] and
@neurist [1] which develop Grid infrastructures for medical simulation services
and data access.

2.2 Services provided by VGE Containers
VGE generic application services are configurable software units that provide

common operations for remote job management, data staging, error recovery,
and QoS negotiation.

The file handling service provides operations for uploading and download-
ing input/output data based on file transfer via SOAP attachments. Support for
direct data exchange between services is provided by corresponding push and
pull operations. The job execution service provides operations for launching
and managing remote jobs by interfacing with a compute resource manager.
VGE does not provide means for clients to send job scripts to the server and
only allows application providers to control which scripts are to be executed
on the respective machines. The QoS negotiation service enables clients to
dynamically negotiate with VGE services on a case-by-case basis on various
QoS guarantees such as execution time and price. Resulting QoS contracts
between service providers and clients are formulated as Web Service Level
Agreements (WSLA) and go along with advance resource reservations. The
monitoring service generates XML structured data regarding the application
status and information gathered by individual monitoring scripts. The error
recovery service provides support for checkpointing, restart, and migration, if
supported by the application.
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3. The Component and Composition Model
Scientific component frameworks implement and extend a variety of compo-

nent models including Corba, CCA, Fractal, or Web services. A distinguishing
aspect of existing component frameworks is the way they implement and ex-
ploit the various concepts of the component model. Another important design
issue is the integration and leverage of a component framework with respect
to the capabilities of the underlying system architecture. In the following, we
briefly describe the component model and mechanisms implemented by the
VGE-CCA framework.

3.1 Service-Oriented Architecture
The VGE-CCA component framework provides an abstraction layer and

functionality that resides atop a Service-Oriented Architecture (SOA). This
layer allows the construction of distributed Grid applications based on CCA
mechanisms and transparently utilizes the underlying Web services layer. A
SOA provides essential benefits such as loose coupling, location and imple-
mentation transparency. Well defined sequences of service invocations used
to control remotely executing applications can be specified and executed using
workflow representation and enactment techniques. VGE-CCA implements
mechanisms that extend the service-oriented programming model allowing to
directly interlink Web service components along accepted and provided inter-
faces, independently from workflow orchestration. The approach is powerful,
enhancing VGE towards dynamic component interaction, data-flow, and the
coupling of co-scheduled application components.
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Figure 1. a) Independent Web Service b) RPC-based Component Interaction c) Event-based
Application Coordination

3.2 Handling State and Composition
Figure 1 (a) depicts a Web service viewed as an encapsulated piece of soft-

ware providing service through a typed interface (provides port). The software
component may expose one or more interfaces, each defining a contract con-
taining a set of operations together with binding information used by clients to
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invoke the service over a network. VGE-CCA extends this model by applying
the concept of port dependencies allowing a Web service to express depen-
dencies on services provided by other components based on defined interfaces
called uses ports. A connection between two components, drawn by a client
application developer, results in placing a handle to the selected service port
into the connection table of the component requesting a remote port.

If a service maintains state, it is essential to establish a context between
the requestor and the actual resource represented by the component. The way
the component framework handles component instantiation is therefore an im-
portant aspect. In the context of Grid and Web services, instantiation can be
realized by providing an application factory service as pointed out by Gannon
et al. [10]. In VGE, we pursue a slightly different approach by maintaining a
conversational identifier that is mapped to the respective application instance
created and managed by the application service. In our model, stateless com-
ponents may provide services (e.g. security) to other components but usually
do not exhibit dependencies.

3.3 Types of Composition
VGE services encapsulate parallel applications and provide generic inter-

faces for controlling the execution of a component (scheduling, executing, mon-
itoring) as well as operations for handling the data-flow between components
(upload, download, data push). VGE services are stateful and multi-threaded
creating a client context by maintaining a conversational identifier stored within
the SOAP message header using WS-Addressing. The VGE-CCA framework
provides libraries and services that extend the application services with the
required mechanisms for component-based composition. Moreover, the frame-
work provides a plugin mechanism that supports the development and de-
ployment of individual application component libraries (clibs) (Section 4.1.1)
encapsulating application specific logic, ports and dependencies. The current
VGE-CCA implementation supports different types of composition which are
explained in the following paragraphs:

Sequential Data-Flow: VGE components support data-flow by port con-
nections allowing to directly stage i/o files between services (Figure 1 (b)). In
such workflow scenario, the output of a computation typically serves as input
for the following ones, for example an image reconstruction that is followed
by a visualization. Data connections are explicitly controlled by the user and
invoked through a corresponding push operation. A component may have data
connections to multiple services which can be monitored and executed concur-
rently.
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Coupled Parallel Applications: The clibs plugin mechanism provides the
required functionality to transform applications running on different HPC
computing resources into actively interacting components which can then be
launched by clients as one composite application. The application compo-
nents communicate through typed port-connections and may be coordinated by
asynchronous message exchange using the signal interface (Figure 1 (c)). An
example using distributed Ant colony optimization is described in section 4.1.1.
The event mechanism is currently implemented as a one-to-many CCA port con-
nection. For future versions, we plan to incorporate a notification-based system
like WS-Notification. For co-scheduling concurrently running component in-
stances, we utilize scheduling and advance resource reservation as provided by
the VGE QoS module.

Stateless Service Dependencies: Within VGE Grids, stateless services are
typically “supporting infrastructure elements” providing services like security
or information. Infrastructure services are often directly utilized by the comput-
ing elements and usually do not require any session or scheduling mechanisms.
A dependency on an infrastructure service can be explicitly visible to a client
but is usually implicitly handled by the component and configured descriptively
at service deployment time (e.g. auditing, security).

4. The VGE-CCA Component Framework
VGE-CCA implements a distributed component framework on top of a Web

service based Grid of HPC application services as well as general infrastructure
services such as security and information. A key design goal of VGE-CCA
was the preservation of the service-oriented architecture and the provision of
component extensions, without conflicting the Web services model. VGE-
CCA provides a set of libraries that can be used to extend Web/Grid services as
well as a set of infrastructure elements providing services to components and
client runtimes. The software design allows to optionally install the VGE-CCA
distribution without requiring to change code of existing services and thereby
preserving the original interfaces and functionality. On the client-side, VGE-
CCA provides support for component based application construction as well as
workflow steering and execution.

4.1 Coupling Co-Scheduled Application Components
4.1.1 Pluggable Component Libraries (CLIBS). VGE-CCA provides
a mechanism that allows to create individual software libraries that are specif-
ically tailored to an underlying application. The component libraries (clips)
can be plugged into VGE application services and are automatically deployed
with the service. By default, VGE-CCA components provide interfaces for
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Figure 2. Design of a VGE-CCA component

application, data, and QoS management (cf. VGE) as well as a Builder Service
for component creation, and connection (cf. CCA). Clibs are used to add in-
dividual ports, dependencies, or application specific logic to services running
VGE-CCA. Moreover, the plugin mechanism allows to extend the behavior
of existing services at defined entrance points, for example to trigger an ac-
tivity right before/after a certain file is uploaded to the service. Application
libraries are developed by subclassing a predefined component class that pro-
vides the mechanisms and handles required to augment the service and inject the
desired behavior. The individual component libraries are descriptively config-
ured and automatically loaded into the container at deployment time. Figure 2
shows a schematic design of a VGE-CCA component including VGE and CCA
libraries as well as application and service specific clibs. Coordination among
co-scheduled VGE components is distributed and currently handled using a
simple signaling mechanism. The current implementation therefore extends
the port connection mechanism towards supporting connections from one uses
to n provides ports. Message generation and distribution is handled transpar-
ently by the framework.

4.1.2 Example: Ant Colony Optimization. Consider an application
using a parallel, savings-based ant colony optimization (ACO) algorithm to
solve a vehicle routing problem [7]. The application implements a multi-colony
approach where several colonies of ants cooperate in finding good solutions.
On the fine-grained level, each colony of ants is partitioned into n (number of
processors) subcolonies that share the same pheromone matrix. The goal of
parallelizing the ACO algorithm is twofold: to speed up the execution and to
improve the solution quality. In order to aggregate multiple computing clusters,
the application has been distributed using a custom ant component library. The
VGE component was extended in order to start a daemon that keeps track of
the current local optimum, written to a file by the application. If a colony
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calculates a better solution than the global optimum the current solutions and
parts of the pheromone information are multicasted to connected components
using the signal() interface. The coupling between the individual ant colonies
is loose allowing colonies to be added or removed during runtime.

The VGE-CCA client API targets to provide useful abstractions that allow
component-based application construction by hiding the complexity of the dis-
tributed system. Components are co-scheduled using QoS constraints at cre-
ation time resulting in an advance resource reservation as provided by the VGE
QoS module. Connections within composites are peer-based and interaction
driven, which reduces complexity at the workflow level. In the case of ACO, the
client developer constructs an application by interconnecting multiple distrib-
uted ant colony components. The experiment can then be run based on a single
composite entity. The code snippet in Listing 1 shows how the client API is
used to create a (simple) ACO composite. Operations for runtime steering and
monitoring provided by VGE application services (e.g. start(), getStatus()) can
be used likewise with the application composite.

//Listing 1: Ant client snippet
VgeComponent ant1 = ComponentFactory.create(coid1); //...
VgeComponentGroup antComposite =
new VgeComponentGroup(ant1, ant2, ant3);

antComposite.upload(vrp_infile);
antComposite.start(); //...

4.2 The Software Distribution
In the following, we provide a short description comprising the basic building

blocks of the VGE-CCA distribution. For a detailed description of implemented
CCA mechanisms the reader is referred to [16].

A library package implementing the service-side CCA framework (Fig-
ure 2) is used to equip the application service with additional interfaces for
remote component registration (component interface), creation, and connec-
tion (builder interface). Additionally, the Web service is provided with a local
CCA services library, a connection table, as well as the component plugin
mechanism used to create and insert individual application components. The
CCA libraries are in general used by the application component but may also
be used by the individual service implementation to locate and directly connect
to infrastructure services, e.g. auditing, or certificate revocation list retrieval.

A component registry realized as Web service implements the remote por-
tion of the CCA services interface. Components register the ports they provide
as well as dependencies on other components by descriptors containing the
required information for discovering and utilizing the component (e.g. inter-
face descriptors, proxy class, associated properties). Moreover, a provides port
may also be associated with a proxy implementation that can be uploaded to
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the proxy registry and dynamically retrieved by components or clients. The
registry service allows for dynamic service discovery and delivers the infor-
mation required for component introspection (e.g. supported ports, underlying
application, QoS attributes) and for component interaction (component handle,
binding information) back to the requestor.

The programming environment is provided as a versatile Java client API
that supports the creation and execution of distributed applications. Compo-
nents may be described and created based on an unique identifier or an abstract
component description. Applicable services are located and selected at runtime
using the registry service. Client assemblies are created by interconnecting pairs
of compliant uses and provides ports, which results in the establishment of peer
connections between the services. The API is extensible and has a layered de-
sign supporting messaging and security, general programming constructs such
as basic CCA types and mechanisms, as well as specialized application com-
ponents and composites. A negotiation broker service is utilized during the
component creation phase to locate and create components that meet a certain
Quality of Service level. The broker service utilizes the capabilities provided
by the VGE QoS module to negotiate with multiple services on the various
QoS guarantees. The VGE-CCA client environment integrates QoS support by
providing means for qualitatively describing a VGE component. The negotia-
tion and selection of an appropriate component is transparently delegated to the
negotiation broker. A successful QoS negotiation goes along with an advance
reservation of the required resource, i.e. the number of nodes on a cluster within
a certain time frame, which is an essential mechanism used by the framework
to co-schedule coupled application components.

5. Conclusion and Future Work
VGE-CCA serves as a framework for constructing Grid applications from

native application components provided by HPC application services. We intro-
duced a plugin mechanism for application specific component libraries allowing
to specifically tailor VGE services to the underlying application. Furthermore,
we presented mechanisms and an example for coupling co-scheduled applica-
tion components into single composite entities on the client side. The current
VGE-CCA distribution relies on Java and Web services technology. All Web
service interfaces and types are described using XML schema which allows
bindings to clients and components in other programming languages, such as
C++ or Microsoft .Net. For future work, we plan to work on interoperability
with other distributed CCA frameworks, such as XCAT-C++ [12] or Legion-
CCA.
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Abstract When executing scientific applications, resources that may be used can vary from
multi-core processors to grids. Therefore, abstracting the programming model
enables portability on various resource infrastructures. Furthermore, software
component technology appears to be a very promising approach to deal with the
growing complexity of scientific applications. Hence, we proposed a model to
improve the support of master-worker paradigm in component models. Capi-
talizing on our experience of adaptability frameworks, we propose to enhance
our model so that master-worker applications can adapt at runtime to varying
conditions. This paper studies how to transparently introduce adaptability in our
model for master-worker applications, what impact it has on the model, and what
requirements it expects from the adaptability framework.

Keywords: Software components, Grid, Master-worker, Dynamic evolution, Adaptability
framework.



118

1. Introduction
While computing grids are becoming more and more common, the question

of their programmability is raising attention. The underlying motivation not
only stems from the high complexity of grids that shall be hidden to program-
mers but it also comes from the increasing complexity of applications. In order
to take advantage of the huge possibilities of grids, more complex applications
like code coupling applications are getting popular.

Software component technology appears very promising to handle the com-
plexity of both grids and applications. Code reuse enables to build complex
applications based on validated building blocks while component composition
provides a mechanism to support complex relationships independently of the
architecture of the execution platform.

An example of such a relationship is the master-worker paradigm. While it
is an algorithmic concept, its implementation varies quite a lot depending on the
execution platform. Hence, we defined a high level master-worker relationship
between components [5, 4]. While it provides a model close to the abstract
concept to the programmers, it can be configured by the execution environment
to fit to the actual resources. However, this previous work did not consider
dynamic adaptation. For example, the number of workers may change depend-
ing on the number of incoming requests or the number of available machines.
The goal of this paper is to study how to introduce adaptability support in a
master-worker paradigm and to evaluate the impact on adaptation frameworks.

The paper is organized as follows. Section 2 summarizes our model to handle
master-worker (M-W) relationship between components as well as an analysis
of various levels of adaptability. Section 3 presents our adaptability framework.
Section 4 discusses different strategies to introduce adaptability within the
M-W relationship. An example and its impact on the M-W model are ana-
lyzed in Section 5. Section 6 concludes the paper and presents some future
works.

2. A high-level master-worker composition model
We proposed in [5] to increase the abstraction level of component models

with respect to the master-worker (M-W) paradigm. Our motivation is twofold.
First, we aim to relieve programmers from dealing with resource dependencies,
such as the number of workers to instantiate or request transport concerns. Sec-
ond, we target to reuse existing master-worker environments, like DIET [7],
as they implement advanced request transport and scheduling algorithms.

The proposal defines a generic model, which we have projected to specific
component models like Fractal [5], Ccm and Cca [4]. In this paper, we
present it according to the Fractal formalism.
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Figure 1. Overview of the master-worker model from the user and framework points of view.

2.1 Overview
The model is based on the concept of collection, which is defined as a set

of exposed ports, bound to some internal component type ports. A collection
behaves like a component: it can be connected to other components. How-
ever, such a composition is done by an abstract architecture description, which
represents the user’s view of the application. Ideally, at deployment time, a
collection is turned into a composite by defining an initial number of internal
component instances and by selecting a request transport pattern. A pattern
represents a request transport algorithm that may be used between master and
worker components. It is a composite whose implementation should be done
by some experts and can or can not be based on software components, such as
DIET [7]. Request transport patterns are defined independently of a collection.
Figure 1 presents an overview of the concepts of the proposed model.

2.2 Need for dynamic behavior
The proposed model dealt with building a static master-worker application

because the translation of the abstract collection to a concrete composite fixes
the number of workers as well as a pattern at deployment time. However, such
choices have to be dynamic to take into account modifications of the application
behavior and/or of the resources. The application behavior encompasses col-
lection level behaviors like the frequency and the kind of incoming requests, the
number of requests waiting for a worker, or the number of connected masters.
It also comprises application’s level behavior when there are several collections
within an application. Resource behaviors are made of standard considerations
like availability, end of a resource reservation, etc.

For a collection, there are three elements that may be dynamically modified:
1) the number of workers, 2) the used pattern and 3) the tuning of the pattern.

For example, let consider an increase of the number of waiting requests. If
the pattern is not the bottleneck, the solution is to add more workers if there are
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Figure 2. Dynaco as an assembly of Fractal components and their dependencies.

available resources. However, if the pattern is the bottleneck, either the pattern
may by optimized or it has to be replaced by a more scalable one.

In order to help decision making, validity constraints may be attached to a
pattern. For instance, a round-robin pattern can be adequate for one or a few
connected masters, for equivalent request load and for homogeneous proces-
sors. If at least one of these conditions is not met, another pattern should be
considered, like for example a load-balancing pattern or DIET.

A collection can also be modified to optimize resources usage. For instance,
if there is a lot of workers compared to the number of requests, it can be suitable
to remove some workers to release resources. Last, more complex situations
occur when an application contains several instances of the master-worker par-
adigm. In such a case, re-structuring a collection should be coordinated in order
not to be to the detriment of other collections.

3. A framework for adaptability
In a previous work [1, 6], we have studied how to make applications suit

varying conditions relying on the notion of adaptability. This work led us to
develop a generic component framework for adaptability, Dynaco. Bene-
fiting from a joint work with the university of Pisa [1], this framework splits
adaptability into four sub-functionalities: 1) the framework has to be able to
observe characteristics of the environment in order to trigger adaptability; 2)
when a change is detected, the framework has to decide an adaptation strat-
egy according to observed measures; 3) once a strategy has been decided, the
framework has to plan actions to implement it; at last, 4), planned actions have
to be executed synchronously with the execution of applicative code. On the
left of Figure 2, each sub-functionality is captured by a Fractal component.

Rather than reimplementing the components of the framework specifically
to each application, developers are encouraged to focus on application-specific
issues, thanks to the reuse of existing generic engines. For instance, we have
experimented 3 generic engines for the decide component: 1) a Javavirtual ma-
chine, such that the decision procedure is implemented with a general-purpose
language, allows easy implementations of intuitive decision procedures; 2) the
Jess [10] expert system, such that the decision procedure is expressed with a
domain-specific rule language (i.e. as a collection of ordered rules that looks
like the following statement: “decide a given strategy when an associated con-
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dition becomes true”), allows efficient implementations of complex rule-based
decision procedures; and 3) a genetic algorithm, such that the decision proce-
dure is expressed as a function to optimize (e.g. the performance model of the
application), allows to implement straightforwardly decision procedures when
the application’s behavior is well formalized, possibly with a higher runtime
cost. As described, each engine proposes a different trade-off.

The same applies to the plan and execute components. For the former,
for instance, a pattern matching based mapping from strategies to predefined
plans suits well simple cases; while more sophisticated formalisms such as
Strips [12] (developers only declare the collection of possible actions as pre-
and post-conditions) may be relevant when developers cannot predefine plans
by hand. Similarly, synchronizing adaptation actions with the applicative code
depends mostly on the applicative programming model: we have proposed an
algorithm (Afpac [6]) for any SPMD application. Other algorithms could be
used such as Assist [3] when using its parmod skeleton programming model.

The observe component does not adhere to the same design: monitors are
facilities provided by the environment itself that are wrapped into adapter com-
ponents, which gather, aggregate and preprocess raw measures and events to
their expected formats. The whole observe component is almost independent
from the application and does not need any particular specialization.

As on the right of Figure 2, application-specific code is captured in policy,
guide and a collection of actions, which respectively specialize the decide, plan
and execute components. Using generic engines in that way is what makes
Dynaco highly generic and open, while it encourages effective code reuse.

4. Design choices for adaptability in the M-W paradigm
This section studies how to make use of an adaptability framework such as

Dynaco in the master-worker paradigm. It analyzes two major design choices
we have identified: the choice of the adaptability strategy and of the architecture.
The discussion is done with respect to three criteria: modularity, accuracy, and
scalability. Modularity measures the possibility to compound strategies such
as at the collection level and at the pattern level. Accuracy stands for the kinds
of allowed adaptations while scalability refers to the number of components in
the collection.

4.1 Strategy level
The first choice concerns the way to logically design the adaptation strategy,

which can be monolithic, independent or coordinated.
Considering a single monolithic strategy, the global strategy should han-

dle any possible situation and adaptation for the whole collection. Especially,
it should consistently handle the adaptation at the levels of the collection, the
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pattern and the pattern implementation. For instance, observing that the request
queue lengthens, instantiating new workers may increase the heterogeneity of
processors, such that the pattern should be replaced by a more suited one (e.g.
switching from round-robin to DIET). A monolithic strategy is able to han-
dle those two adaptations at once. Assuming now that the bottleneck is the
pattern, which may not be able to perform better, not even with a different
implementation nor with additional resources. Being aware of all of the imple-
mented patterns, a monolithic strategy has sufficient knowledge to detect such
a situation and prevent useless workers. Therefore, high accuracy is provided.
However, the major drawback is poor modularity. Indeed, the tight entangle-
ment between adaptations makes it particularly difficult to add incrementally
the support for new patterns, as well as to maintain the strategy, as any local
modification may have an impact on the whole strategy. Worse, in the case of
a multi-collection application, adaptations for all of the collections have to be
handled by a single strategy at the level of the whole application.

Rather than designing the strategy as a whole, it may be better to decompose
it such that the specification of the strategy for each adaptation is close to what
is adapted. Basically, in order to allow good modularization, 3 sub strategies
would be designed: the first one, attached to the collection composite, adapts the
number of workers; the second one, attached to the pattern, selects a convenient
pattern; and the last one, attached to the pattern implementation, optimizes the
pattern. Two alternatives can be derived from this compound strategy. Each
sub strategy may be independent or otherwise it may be coordinated. In the
former case, independence means that no explicit interaction occurs from one
sub strategy to the others. The latter case allows explicit interactions between
sub strategies such that they can coordinate the adaptations of the elements of
the collection. Any technique can be used to implement the coordination, such
as triggering adaptations from other adaptations (propagating adaptations) or
running a negotiation protocol (agreeing on adaptations).

Focusing on the independent approach, let us consider first the above example
of adding worker instances that increase heterogeneity, which may result from
different processors or from different implementations. Independence implies
that the pattern switches its implementation on its own when it observes that
heterogeneity increases, once the collection (independently) has instantiated
new workers. Thus, despite their independence, the sub strategies achieve
together the same adaptations as the single monolithic strategy. However, that
way of observing effects of adaptations is not always enough to implement
accurate adaptations. Consider that the queue lengthens. An accurate strategy
does not instantiate new workers if the pattern would not be able to dispatch
requests at a sufficient pace; and it does not optimize the pattern if there can’t
be enough workers to handle requests. However, independence of the sub
strategies prevents the collection from knowing whether the pattern would be
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Strategy Accuracy Modularity Scalability
Collection Application

Monolithic High None None Low
Independent Low Low High High
Coordinated High High High High

Figure 3. Summarized features of each alternative for the strategy level.

able or not to dispatch requests to additional workers; and it prevents the pattern
from knowing whether the collection would be able to instantiate new workers.
In such a situation, this strategy would desperately preserve the status quo, even
if the collection would be able to perform better; while lowering accuracy may
lead to instantiate useless workers or to over-optimize the pattern.

Last, the coordinated strategy promises to bring the advantages of the two
other strategies without their drawbacks (Figure 3). It preserves compound
strategies for modularity and scalability while letting a global vision to be built
for accuracy. However, several adaptation modules have to be interconnected.

4.2 Achitecture level
The second design choice concerns the architecture of the adaptability. Two

alternatives are identified: centralized and distributed.
A centralized architecture locates the whole adaptability management into a

single location. With respect to the model presented in Section 2, it has to be into
the membrane of the collection. Bindings are, nevertheless, present to enable
it to control the whole collection. The centralized approach is compatible
with all adaptation strategies described in Section 4.1. It also simplifies the
implementation of the coordinated strategy as the communication between the
different strategies may be embedded into the same adaptation framework.
However, it raises an issue for the compound strategies with respect to the
composition of components: the adaptation part of sub components needs to
be injected into the adaptation part of the collection. Hence, the connection
operator of the component model turns out to be more complex. As far as we
know, there is no standard component models that permits it.

With a distributed architecture, the adaptability management is spread over
the whole collection, and in particular in the membranes of the collection, of
the pattern and of the pattern implementation components. The distributed
architecture is not straightfowardly compatible with the monolithic strategy.
However, it perfectly fits with the counpound strategies provided that the com-
munications of the coordinated strategy are quite simply done through some
ports. Considering the advantages of the coordinated strategy, we conclude
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that this strategy with a distributed architecture appears to be the best choice to
deal with dynamic change in a collection.

4.3 Positionning
Only a couple of adaptability frameworks address the problem of coordi-

nating and distributing adaptations. Dynaco is neutral as it does not prevent
policies to coordinate on their own, but it does not provide any specific support.

Among the other frameworks, Aceel [8] and Plasma [11], are fairly close
to the constructive approach defended here, i.e. building global adaptations as
the collaboration of individual local adaptations. With our previous framework
Aceel, each component contacts other components before adapting, in order
to ensure consistent and synchronized adaptation of the whole assembly. With
Plasma, components impose their adaptations to the other ones through a
simpler propagation mechanism. The contract-driven approach of Assist [2]
is different: considering a hierarchical component model, composite compo-
nents divide their contract in order to assign recursively subcontracts to their
sub components. Coordination of adaptation is enforced by the submission
of contracts that are consistent with another. However, this approach requires
composite components to have precise understanding of the composition of
their immediate subcomponents, in order to devise subcontracts.

Those frameworks are however tied to the programming models for which
they have been specifically designed, often restricted to a fixed collection of pre-
defined adaptations; while focusing only on adaptability, Dynaco integrates
gracefully to any programming model. Dynaco also allows to design more
specific and adequate solutions for each programming paradigm than other
general approaches. Hence, Dynaco is a better start point.

5. Adapation example for a master-worker application
Based on the preceding analysis, this section discusses a design example

for adaptability of a master-worker application. As outlined in Section 2.2,
the adaptation aims at preventing the request queue from unacceptably grow-
ing, while making the queue contain enough requests to feed continuously the
workers. In order to enforce that objective, we propose the following intuitive
compound strategy, using the coordinated approach:

• at the level of the collection: if the request queue lengthens beyond a
threshold, if the pattern is able to increase its dispatch rate accordingly and if
there are available resources, then instantiate new workers; if the request queue
shortens under a threshold, then terminate some workers.

• at the level of the pattern: if the number of masters or the variability of
request durations increases above a threshold, or if the heterogeneity of workers
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Figure 4. Introducing dynamic management in the master-worker model.

increases beyond a threshold, then switch to theDIETpattern; otherwise, under
a threshold switch to round-robin.

In this strategy, coordination (as it appears on Figure 4) occurs before the
collection instantiates new workers. It actually asks the pattern whether it
would be able to dispatch requests at a sufficient rate, for instance involving a
contract renegotiation protocol. The length of the request queue cannot always
be observed directly; lengthenings and shortenings can nevertheless be deduced
from the comparison between arrival and service rates. Other observations are
almost obvious. The example shows that the coordinated and distributed design
suits well and that the necessary monitoring does not breach encapsulation.

Now that an adaptation strategy is designed, the issue is to consider the
impact on the proposed M-W model. Achieving the objective of transparent
dynamic management, there is no need to modify the model at the user view
level. The collection instantiation process seems to be more appropriate to
introduce an adaptability framework. A collection implementation, in particular
the collection and pattern membranes, are determined at this stage. Adding
adaptability framework as controllers in appropriate membranes appears to
be straightforward. Then, only the implementation of collection and pattern
components are concerned by the use of an adaptability framework. However,
the diversity of resource infrastructures and resource management systems lead
to various adaptability policies. For instance, a policy can be more constrained
by resource availability when resource sharing is privileged, otherwise it can
be more constrained by application requirements. As a consequence, similarly
as for patterns, the framework has to do a selection from a set of adaptability
implementations. Fortunately, the specificity of Dynaco to be component-
based allows the use of different implementations. The master-worker model
extended with adaptability support is presented in Figure 4.

6. Conclusion
The paper analyses how to design dynamic adaptability support for compo-

nent-based master-worker applications. Among the discussed possibilities, co-
ordinating several distributed adaptations appears to be the best-suited solution
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with regard to modularity, scalability and accuracy. In addition, integrating
adaptability at the level of the master-worker abstraction achieves the goal of
hiding the management of execution resources from the developers’ sight.

Among adaptability frameworks, none fully meets the requirements of our
proposal. Its genericity and openness make Dynaco be the best start point.
Based on the experience we gained in our previous work on Aceel [8–9], we
plan to extend Dynaco with specific support for the coordination of distrib-
uted adaptations, so that it meets the requirements. We will also evaluate the
proposed model on synthetic master-worker benchmarks as well as the pos-
sibilities to write generic adaptation policies at the collection and application
levels.
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Abstract One of the most important collective communication patterns used in scientific
applications is the complete exchange, also called All-to-All. Although efficient
algorithms have been studied for specific networks, general solutions like those
available in well-known MPI distributions (e.g. the MPI Alltoall operation) are
strongly influenced by the congestion of network resources. In this paper we
address the problem of modeling the performance of Total Exchange communi-
cation operations in grid environments. Because traditional performance models
are unable to predict the real completion time of an All-to-All operation, we try
to cope with this problem by identifying the factors that can interfere in both
local and distant transmissions. We observe that the traditional MPI Alltoall im-
plementation is not suited for grid environments, as it is both inefficient and hard
to model. We focus therefore in an alternative algorithm for the total exchange
redistribution problem. In our approach we perform communications in two dif-
ferent phases, aiming to minimize the number of communication steps through
the wide-area network. This reduction has a direct impact on the performance
modeling of the MPI Alltoall operation, as we minimize the factors that inter-
fere with wide-area communications. Hence, we are able to define an accurate
performance modeling of a total exchange between two clusters.
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1. Introduction
One of the most important collective communication patterns for scientific

applications is the total exchange [1], in which each process holds n different
data items that should be distributed among the n processes, including itself. An
important example of this communication pattern is the All-to-All operation,
where all messages have the same size m.

Generally, most All-to-All algorithms from well-known MPI distributions
rely on direct point-to-point communications among the processes. Because
all these communications are started simultaneously, the communication per-
formance is strongly influenced by the saturation of network resources and
subsequent loss of packets - the network contention. Further, when working in
a grid, we must also face problem related to the heterogeneous communication
environment, which behaves differently if message exchange are made locally
or remotely.

In this paper we study different approaches to model the performance of
the All-to-All collective operation in grid environments. Performance predic-
tion can be extremely helpful on the development of application performance
prediction frameworks such as PEMPIs [2], but also in the optimization of
grid-aware collective communications (e.g.: LaPIe [3] and MagPIe [4]). We
demonstrate that traditional algorithms for the MPI Alltoall operation are hard
to model because of the combined complexity of both local-area contention and
wide-area latency.

This paper is organized as follows: Section 2 presents the problem of the
total exchange and the challenges we face in a grid environment. Section 3
discusses the existing approaches to introduce the network contention in the
performance models for the MPI Alltoall operation. Section 4 extends the
performance prediction problem to a grid environment. We propose a new
algorithmic approach that helps minimizing the contention impact, and we
validate its performance modeling against experimental data obtained on a grid
network. Finally, Section 5 presents some conclusions and the future directions
of our work.

2. Problem of Total Exchange between Two Clusters
We consider the following architecture (see Figure 1). Let there be two

clusters C1 and C2 with respectively n1 nodes and n2 nodes. A network, called
a backbone, interconnects the two clusters. We assume that a cluster use the
same network card to communicate to one of its node or to a node of another
cluster. Based on that topology inter cluster communications are never faster
than communication within a cluster.
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with n1 nodes

Cluster C1

with n2 nodes

Cluster C2
Backbone

Figure 1. Architecture for the redistribu-
tion problem

Let us suppose that an application
is running and using both clusters (for
example, a code coupling application).
One part of the computation is performed
on cluster C1 and the other part on cluster
C2. During the application, data must be
exchanged from C1 to C2 using the all-
toall pattern. Alltoall (also called total exchange) is defined in the MPI standard.
It means that every node has to send some of its data to all the other nodes. Here
we assume that the data to be transfer is different for each receiving node (if the
data is the same, the routine is called an allgather and is less general that the
studied case). Moreover we assume that the size of the data to exchange is the
same for every pair of nodes (the case where the size is different is implemented
by the alltoallv routine: it is more general than our case and will be studied in
a future work). Altogether, this means that we will have to transfer (n1 + n2)2

messages over different network environments. The data of all these messages
are different but the size of the messages are the same and is given and called
m (in bytes). Several MPI libraries (OpenMPI, MPICH2, etc.) implement the
allltoall routine assuming that all the nodes are on the same clusters, which
means that all communications have the same weight. However, in our case,
some messages are transferred within a cluster (from a node of C1 to a node of
C1 or from C2 to C2) or between the two clusters. In the first case, bandwidth
and latency are faster than in the second case. Therefore, we need different
tools to model the overall performance.

3. Modeling Network Contention
In the All-to-All operation, every process holds m×n data items that should

be equally distributed among the n processes, including itself. The intensive
communication among the processes can easily saturate the network, degrading
the communication performance. Indeed, Chun [5] demonstrated that the over-
all execution time of intensive exchange collective communications is strongly
dominated by the network contention and congestive packet loss, two aspects
that are not easy to quantify. As a result, a major challenge on modeling the
All-to-All operation in local-area networks is to represent the impact of network
contention.

Unfortunately, most communication models like those presented by Christara
et al. [1] and Pjesivac-Grbovic et al. [6] do not take into account the potential
impacts of network contention. These works usually represent the All-to-All
operation as parallel executions of the personalized one-to-many pattern [7], as
presented by the linear model below, where α is the start-up time (the latency
between the processes), 1

β is the bandwidth of the link, m represents the message
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size in bytes and n corresponds to the number of processes involved in the
operation:

T = (n − 1) × (α + βm) (1)

To correct the performance predictions, Bruck [8] suggested the use of a
slowdown factor. Similarly, Clement et al. [9] introduced a technique that
suggested a way to account contention in shared networks such as non-switched
Ethernet, consisting in a contention factor γ proportional to the number of
process. The use of a contention factor was supported by the work of Labarta
et al. [10], that intent to approximate the behavior of the network contention
by considering that if there are m messages ready to be transmitted, and only b
available buses, then the messages are serialized in

⌈
m
b

⌉
communication waves.

A slightly different approach was followed by Chun [5], who consider the
contention as a component of the communication latency, resulting in the use of
different latency values according to the message size. One drawback, however,
it that this model does not take into account the number of messages passing in
the network nor the link capacity, which is related to the occurrence of network
contention.

3.1 Performance modeling in homogeneous clusters
To cope with this problem and to model the impact of contention on the All-to-

All operation in cluster environments, we presented in [11] an approach inspired
in the work from Clement et al. [9]. In our approach, the network contention
depends mostly on the physical characteristics of the network (network cards,
links, switches). Consequently, we can define a contention ratio γ that bounds
the theoretical model from Equation 1 and the real performance of the network.

Our method differs from previous one by considering that communication
times are not linear regarding the message size. Indeed, we observed that the
communication time presents a non-linear behavior according to some factors
such as MPU message segmentation, MPI transmission policy and switches
maximum interconnection bandwidth.

Therefore, we augment the contention ratio model with a new parameter δ,
which depends on the number of processes but also on a given message size M ,
as seen below. As a consequence, we are able to associate different equations
(linear and affine) in order to help defining a more realistic performance model
for the MPI Alltoall operation in a given network, as illustrated in Figure 2.

T =
{

(n − 1) × (α + mβ) × γ if m < M
(n − 1) × ((α + mβ) × γ + δ) if m ≥ M

(2)
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Figure 2. Measured and predicted performance for the standard MPI Alltoall in a Gigabit
Ethernet network

4. Performance Modeling on Grid Environments
As the previous model allows a quite accurate representation on the perfor-

mance of local-area networks (see [11]), our first approach would be to estimate
the communication time by composing both local (contention-aware) and re-
mote communications.

Unfortunately, this simple strategy fails to represent the operation of the
MPI Alltoall in a grid. Hence, Figure 3 presents the completion time of the
MPI Alltoall implementation from OpenMPI in a grid with two clusters of 30
machines each. As stated above, we try to predict the communication perfor-
mance by individually representing local and remote communication costs. To
predict the performance of the local network (subjected to contention), we use
γ = 2.6887 and δ = 0.005039 as the contention signature of each local network
(both clusters have similar characteristics under contention).

Actually, we observe that the local-area part plays a small role in the overall
execution time, compared to the wide-area communication cost. Of course, one
could try to define additional parameters for the wide-area communications, but
the final model would be too complex to be useful in real situation. Instead,
we addressed this problem by redefining the All-to-All problem against the
challenges that characterize a grid environment.

4.1 Minimizing the impact of contention on the backbone
When dealing with wide-area networks, the most important factor to be con-

sidered is the time a message takes to be delivered. Indeed, in addition to the
geographical distance, message are subjected to network protocols heterogene-
ity, message routing and transient interferences on the backbone.

Actually, popular algorithms for collective communications on grids (such
as the ones implemented in PACX MPI [12] and MagPIe [4]) try to minimize
communications over the wide-area network by defining a single coordinator
in every cluster, which participates in the inter-cluster data transfers across the
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Figure 3. Measured and predicted performance for the standard MPI Alltoall in a grid

wide-area backbone. By minimizing the number of WAN communication steps,
we reduce the probability of inducing contention and accumulating transmission
delays on the messages.

However, a single communication between each cluster is an approach in-
appropriate for the MPI Alltoall operation. First, it induces additional com-
munication steps to/from the cluster coordinator, which becomes a bottleneck.
Second, this approach is not optimal concerning the usage of the wide-area band-
width, as wide-area backbones are designed to support simultaneous transfers
and simultaneous transfers [13]. Hence, in order to improve the performance
in a WAN, we need to change the MPI Alltoall algorithm strategy.

4.2 The LG algorithm
To cope with this problem, we try to minimize wide-area communication

steps in a different way. Actually, most of the complexity of the All-to-All prob-
lem resides on the need to exchange different messages through different net-
works (local and distant). The traditional implementation of the MPI Alltoall
operation cannot differentiate these networks, leading to poor performances.
However, if we assume that communications between clusters are slower than
intra-clusters ones, it might be useful to collect data in the local level before
sending it in parallel through the backbone, in a single communication step.

As a consequence, we propose in [14] a grid-aware solution which performs
on two phases. In the first phase only local communications are performed.
During this phase the total exchange is performed on local nodes on both cluster
and extra buffers are prepared for the second (inter-cluster) phase. During the
second phase data are exchanged between the clusters. Buffers that have been
prepared during the first phase are sent directly to the corresponding nodes in
order to complete the total exchange.

More precisely, our algorithm works as follow. Without loss of generality,
let us assume that cluster C1 has less nodes than C2 (n1 ≤ n2). Nodes are
numbered from 0 to n1 + n2 − 1, with nodes from 0 to n1 − 1 being on C1 and
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nodes from n1 to n1 + n2 − 1 being on cluster C2. We call Mi,j the message
(data) that has to be sent from node i to node j. For instance, the algorithm
proceeds in two phases:

First phase During the first phase, we perform the local exchange: Process
i sends Mi,j to process j, if i and j are on the same cluster. Then it prepares
the buffers for the remote communications. On C1 data that have to be send to
node j on C2 is first stored to node j mod n1. Data to be sent from node i on
C2 to node j on C1 is stored on node �i/n1� × n1 + j.

Second phase During the second phase only n2 inter-cluster communica-
tions occurs. This phase is decomposed in n2/n1� steps with at most n1

communications each. Steps are numbered from 1 to n2/n1� During step s
node i of C1 exchange data stored in its local buffer with node j = i + n1 × s
on C2 (if j < n1 +n2). More precisely i sends Mk,j to j where k ∈ [0, n1] and
j sends Mk,i to i where k ∈ [n1 × s, n1 × s + n1 − 1].

As our algorithm minimizes the number of inter-cluster communications
between the clusters, we need only 2×max(n1, n2) messages in both directions
(against 2 × n1 × n2 messages in the traditional algorithm). For instance, the
exchange of data between two clusters with the same number of process will
proceed in one single communication step of the second phase. Our algorithm
is also wide-area optimal since it ensures that a data segment is transferred only
once between two clusters separate by a wide-area link. Additionally, wide-area
transmissions pack several messages together, reducing the impact of transient
interferences on the backbone. Hence, Figure 4 presents a comparison between
the traditional algorithm used by OpenMPI and the LG algorithm. We observe
that LG improves the performance of the MPI Alltoall operation, reaching over
than 50% of performance improvement comparing to the traditional strategy.

4.3 Modeling approach
As shown above, the algorithm we propose to optimize All-to-All commu-

nications in a grid environment rely on the relative performances of both local
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and remote networks. Indeed, we extend the total exchange among nodes in
the same cluster in order to reduce transmissions through the backbone.

This approach has two consequences for performance prediction: First, it
prevents contention in the wide-area links, which are hard to model. Second,
the transmission of messages packed together is less subjected to network in-
terferences. For instance, we can design a performance model by composing
local-area predictions obtained with our contention ratio model and wide-area
predictions that can be easily obtained from traditional methods. Hence, an ap-
proximate model would consider the following parts, where TCn corresponds
to Equation 2:

T = max(TC1 , TC2) + n2/n1� × (αw + βw × m × n1) (3)

4.4 Experimental validation
To validate the algorithm we propose in this paper, this section presents our

experiments to evaluate the performance of the MPI Alltoall operation with
two clusters connected through a backbone.

These experiments were conducted over two clusters of the Grid’5000 plat-
form 1, one located in Nancy and one located in Rennes, approximately 1000 Km
from each other. Both clusters are composed of identical nodes (dual Opteron
246, 2 GHz) locally connected by a Gigabit Ethernet network and intercon-
nected by a private backbone of 10 Gbps. All nodes run Linux, with kernel
2.6.13 and OpenMPI 1.1.4. The measures were obtained with the broadcast-
barrier approach [15].

To model the communication performance of both inter-cluster and intra-
cluster communications we use the parameterised LogP model (pLogP) [4].
The pLogP parameters for both local and distant communications were obtained
with the method described in [16]. To model the contention at the local level
we used γ = 2.6887 and δ = 0.005039 for M >= 1KB, parameters obtained
from the method of the least squares as described in [11].

Therefore, in Figure 5 we compare the performance predictions obtained
with Equation 3 against the effective completion time of the LG algorithm.
We observe that prediction fit with a good accuracy to the real execution times,
which is not possible with the traditional MPI Alltoall algorithm. Indeed, the
new algorithm minimizes the impact of distant communications, concentrating
the contention problems at the local level. Because we are able to predict the
performance of local communications even under contention, we can therefore
establish an accurate performance model adapted to grid environments.

1http://www.grid5000.org/
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Figure 5. Performance predictions for the LG algorithm

5. Conclusions and Future Works
In this paper we address the problem of modeling the performance of Total

Exchange communication operations in grid environments. Because traditional
performance models are unable to predict the real completion time of an All-to-
All operation, we try to cope with this problem by identifying the factors that can
interfere in both local and distant transmissions. We observe that the traditional
MPI Alltoall implementation is not suited for grid environments, as it is both
inefficient and hard to model. We focus therefore in an alternative algorithm
for the total exchange redistribution problem. In our approach we perform
communications in two different phases, aiming to minimize the number of
communication steps through the wide-area network. This reduction has a
direct impact on the performance modeling of the MPI Alltoall operation, as
we minimize the factors that interfere with wide-area communications.

In our future works we plan to extend the model to handle more complex
distributions. First, we would like to consider achieving efficient alltoall com-
munications with more than two clusters. This would allow efficient commu-
nications on general grid environments. Second, we would like to explore the
problem of total exchange redistribution when messages have different sizes.
This problem, represented by the alltoallv routine, is more general than our
case and does requires adaptive scheduling techniques.
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Abstract We address the problem of routing packets on multiple, router-disjoint, paths in
the Internet using large-scale overlay networks. Multipath routing can improve
Internet QoS, by routing around congestions. This can benefit interactive and
other real-time applications.

One of the main problems with practically achieving router-disjoint multipath
routing is the scalability limitation on the number of participating nodes in such an
overlay network, caused by the large number of (expensive) topology probes re-
quired to discover relay nodes that provide high router-level path disjointness. To
address this problem, we propose a novel, synthetic coordinates-based approach.

We evaluate our method against alternative strategies for finding router-level
disjoint alternative paths. Additionally, we empirically evaluate the distribution
of path diversity in the Internet.

Keywords: path disjointness, path similarity, Quality of Service, overlay networks
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1. Introduction
Many Internet-based applications suffer from the lack of proper quality-of-

service (QoS) provisioning. Examples are multimedia communication (tele-
phony, video streaming), interactive systems (tele conferencing, games), as
well as distributed scientific experiments, like the LOFAR distributed radio
telescope.

It has been proposed [1, 8, 10] to improve the achievable QoS by using over-
lay networks that provide alternative paths, designed to circumvent performance
bottlenecks within the Internet. Such overlay networks use (application-level)
gateways to relay data around bottlenecks, using paths that are disjoint from
the default path given by Internet routing. The idea is that alternative paths
through relay gateways should avoid using as many routers from the default
Internet path as possible, as to minimize correlation between congestion events
on default and alternative paths. One of the main problems in practically apply-
ing this solution, generally not addressed by these systems, is scale: for large
numbers of hosts within an overlay network and in lack of complete a priori
knowledge of Internet topology underlying the overlay, identifying hosts that
provide highly disjoint alternative paths becomes non-trivial.

In this paper, we propose to select such relays by path similarity, based
on previously discovered relays. The idea is that if a relay is suitable for a
given path, it is also likely to be good for other, similar paths. Paths can be
similar when senders and receivers are respectivelly geographically close to
each other and/or serviced by the same ISPs. Even if this is not the case, similar
BGP-level connections between ISPs traversed for paths might yield the same
relays to provide highly disjoint alternative paths. With our path similarity-
based approach, exhaustive topology probing to search for good relays can be
avoided.

We study measures of path similarity and propose an algorithm to select
relays based on previously used, similar paths. We evaluated our approach using
200 PlanetLab nodes. Our evaluation shows that we can indeed quickly identify
relay nodes that lead to paths that are highly disjoint from the default Internet
routes. Specifically, the cost of our approach in number of topology probes is a
small constant (e.g. about 20 traceroutes), independent of the total number of
nodes in the overlay, N . Alternatively, as explained in our evaluation section, an
exhaustive search for the best relay for a given path is O(N ). The performance
of our constant-cost method (i.e. the disjointness provided by relays found),
while worse than that of exhaustive search, significantly improves over random
search with equal, constant cost.
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2. Identifying Relays for Alternative Paths
We propose to use a synthetic coordinate system modeling Internet path

diversity to overcome the above-mentioned scalability problems. Below, we
denote by the default Internet path, or simply default path between a source s
and a destination d, the set of routers that an IP package has to pass through
when being routed between s and d on the Internet. We denote by alternative
path between s and d, through a relay host r, the union of default paths (s, r)
and (r, d). We define the disjointness of an alternative path as the number of
routers in the default Internet path that are not part of the alternative path.

2.1 Synthetic Coordinates for Path Disjointness
Our approach is based on the idea of path similarity. The intuition behind

is that many Internet paths exhibit similarity w.r.t. which relays provide them
with good disjointness. For instance, a relay that is good for a path between
New York and Amsterdam, is likely to also be good for a path between e.g. New
Jersey and Brussels. In the following, we will try to evaluate this hypothesis
and quantify the afore-mentioned probability.

When building a synthetic coordinate system for latency prediction ([7],
[3]), distance is easy to measure, e.g., as the round-trip time between hosts.
When modeling path disjointness provided by other peer nodes, “distance” is
less obvious. For this purpose, we define path similarity between paths P1
and P2 as the probability that a relay that is good for P1 is also good for P2.
This probability can be quantified in multiple ways, depending on the working
definition of relay goodness. In this paper, we propose and evaluate 3 such
similarity functions: SimKendall (based on Kendall rank correlation [12]),
SimPearson (based on classic Pearson correlation) and SimEuclidian (based on
Euclidian distance).

In all cases, a path’s coordinates are derived as an N -tuple. Each tuple ele-
ment represents the disjointness provided to that path by a relay. A consistent,
randomly chosen relay set, RS, is used and maintained for determining coor-
dinates for all paths. A path’s coordinates can be derived by direct topology
probing (e.g. using traceroute). For each path positioning, 2 ∗ |RS| + 1 topo-
logy probes (where |RS| is the size of RS, typically about 10-20) are needed:
1 probe from source to each relay, 1 from each relay to destination, and 1 for
the default path itself.

Once a path is positioned in the coordinate space this way, relays that were
previously found to be good for paths close to ours in the path similarity space
are also likely (with a probability given by the similarity function) to be good
for our path. Path coordinates are calculated in the same manner for all versions
of our algorithm; the difference is only in the way the path similarity between
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two paths is calculated (thus the distance function of the coordinate space). We
detail the three similarity functions evaluated in the following.

2.2 Path Similarity Evaluation Functions
Kendall’s rank correlation is a non-parametric measure of correlation be-

tween two sets of values, which gives the probability that any two corresponding
pairs of values in the two sets are concordant (identically ordered). In our case,
if we consider the two sets to be the disjointness values provided by the same,
consistently ordered, set of relays for paths P1 and P2, the Kendall correlation
gives the probability that if a relay R1 provides a better disjointness than R2
(note R1 > R2) for P1, we also have R1 > R2 for P2. Consequently, if a
relay R provides high path disjointness for P1 relative to the entire set of relays
used, it will also have a high rank, thus will be a good relay, for P2. We denote
by SimKendall(P1,P2,RS), the similarity between P1 and P2, through relay set
RS, as given by the Kendall rank correlation test.

The second path similarity estimator we used, SimPearson, is perhaps the
most commonly used correlation measure in statistics, based on linear regres-
sion. We considered Kendall in addition to the more classic, parametric, Pearson
correlation, because it is distribution-free (not assuming the distribution of dis-
jointness, as defined above, to be uniform), less sensitive to outliers and more
accurate for small samples [2](which helps minimizing the number of probes
needed for initial positioning).

SimKendall and SimPearson quantify the relative ordering of relays for the
two paths, w.r.t. disjointness provided. Basically, we identify a path in the
path disjointness space by the relative order of a consistent set of relays. While
Pearson takes into consideration the actual disjointness values, Kendall only
considers rank order. However, none takes into account the difference between
the average values of the two disjointness sets (e.g. {5, 6, 7, 7} and {1, 2,
3, 3} are identic as far as they are concerned). This is on purpose, based on
the following insight: while the actual number of routers from the direct path
avoided by using a same relay may vary from path to path, we hypothesize that
the “relative goodness” of relays is enough to characterize a path’s positioning
in the Internet w.r.t. path disjointness. This is true because the feature we are
interested in is exactly reusing the best relays from similar paths. However, for
comparison purposes, the last function takes into account the afore-mentioned
difference. It is calculated based on the Euclidian distance in the space formed
by the disjointnesses provided to a path by a consistent set of relays.

2.3 Relay Identification Algorithm
We store the needed information in a database (called PathCache) containing

Internet paths, together with relays that provide high disjointness and respective
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disjointness values. Our current PathCache implementation is centralized but
work is ongoing on a distributed version.

Figure 1 outlines a very simple, distributed algorithm that uses path simi-
larity coordinates and PathCache to find good relays. Initially, RS, a set of
random relays, is picked from all nodes of the overlay and published through
a shared database. This set will act as a consistent random sample for path
similarity calculations. Statistical studies [2]show that, for accurate calculation
of correlations (Kendall), the minimum sample size should be between 10 and
20. This would thus also be a reference minimal size for RS. Making sure
that the nodes in RS are alive is handled by a separate polling algorithm: if
nodes in RS become unavailable, new random nodes are picked and published
instead. In Fig. 1, when a node needs relays for a new path P , first the set
D(P, RS) containing disjointness values provided by relays in RS for path P
is calculated (2 ∗ |RS| + 1 topology probes required). This set represents the
Path Diversity (PD) coordinates of path P . PathCache is then queried for the
most similar paths for which PD coordinates have previously been published (a
k-Nearest Neighbors query with distance function based on one of the similarity
functions). The best relays that have been discovered so far for these paths are
then used for our path.

As we can see, the algorithm relies on previously discovered relays. To
ensure that the database is populated with good relays, several approaches are
possible. For instance, each node can periodically randomly probe for good
relays for random PathCache paths and publish them in PathCache. However,
it is important to note that the search for better relays to populate PathCache
can be done in parallel with queries, and need not be in real time. Conversely,
relays found in this search are likely to benefit multiple queries in the future.

getDisjointRelaysPD(P)
RS ← PathCache.getSampleRelaySet()
Coordp ← getDisjointnessSet(P, RS) // 2 · |RS| traceroutes needed
SimilarPaths ← PathCache.kNNQuery(Coordp,SimFunction)
DisjointRelays ← PathCache.pickTopRelays(SimilarPaths)

Figure 1. Sample use of PD coordinates to find good relay nodes.

3. Evaluation
To evaluate our system we used Internet topology traces obtained on a plat-

form of about 200 geographically distributed PlanetLab nodes. We have fed
these topology measurements into a trace-driven simulator of an overlay net-
work, based on PlanetSim . Nodes ran the algorithm described above to derive
their coordinates and find relays.
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3.1 Quantifying Internet Path Diversity
In this section, we present an evaluation of the amount of path diversity

inherent to the Internet. Specifically, we characterize the distribution of dis-
jointness values provided to Internet paths by a single, third relay. Fig. 2.a)
presents a cumulative distribution function of the disjointness ratio over about
400 random Internet paths using 150 random relay hosts. Here, we define the
disjointness ratio as the ratio between the disjointness provided by a relay and
the total length of the path (i.e. number of routers in it). We thus normalize for
different path lengths. In the figure, the X axis represents disjointness ratio and
Y the probability that the disjointness ratio provided by a random relay is < X.

Figure 2. a) CDF of disjointness provided by a third relay to default Internet paths. b) CDFs
for distributions of paths w.r.t. fraction of relays providing high disjointness.

We can see that the probability p that an alternative path through a random
relay will avoid less than r=49% of the routers in the default path is of 81%.
For r=72%, p=98%, whereas for r=90%, p=99.89%. These results suggest that
indeed, for large system sizes, randomly looking for relays will perform poorly.
Fig. 2.a) basically characterizes the probability distribution of disjointness pro-
vided by random relays, averaged over all paths. Depending on the Internet
path, this distribution may vary. For instance, depending on the Autonomous
Systems the ends belong to, good relays might be easier to find for some paths
than for others. In this respect, Fig. 2.b) characterizes the distribution of Inter-
net paths w.r.t. the number of good relays that exist for them. “Good” relays
are defined as those that provide disjointness ratio larger than a certain thresh-
old; CDFs for various values of this threshold are plotted. The X axis shows
the fraction of “good” relays, given the respective THRESHOLD. We see that
the CDF becomes very steep as THRESHOLD increases; for instance, if we
consider good relays to be those providing disjointness ratio > 0.8, we note that
for 77% of Internet paths, there exist less than 3% good relays.
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3.2 Evaluation of Synthetic Coordinates
We now evaluate the performance of searching for good relays using path

similarity-based synthetic coordinates. Fig. 3.a) shows CDFs of disjointness
provided to paths by relays found with our heuristic. Performance is compared
with the “optimal” algorithm (if knowledge of the complete relevant topology
would be obtained and the absolute best relays would be picked) and the “ran-
dom” algorithm, the latter using R random picks and choosing the best relay
found, where R is the actual number of relays that are probed in our approach
(basically the size of the RS set mentioned in section 2). This way, the two
approaches are comparable in terms of cost in topology probes. Obviously, the
optimal approach is much more expensive: (2 ∗ (N − 2) + 1 probes needed to
aquire topology information on all possible relays for a given path, N beeing
the size of the network), but is plotted as a reference. From Fig. 3.a), we can see
that our approach significantly improves on the quality of the relays found by
random search. While our performance is sub-optimal, let us recall that we only
require a low constant cost in topology probes as compared to the O(N) cost
of the optimal approach. We evaluated our heuristic with the three similarity
functions presented. As expected, especially the Kendall and Pearson metrics
seem to perform well. This confirms our hypothesis that the order of the refer-
ence set of relays w.r.t. disjointness provided is a good heuristic in positioning
Internet paths among each other in what path disjointness is concerned.

Figure 3. a) CDFs for disjointness distributions of relays found by our heuristic, with methods:
Euclidian, Pearson, Kendall vs. random and optimal. b) CDFs for Kendall PathCache at relay
quality levels: 4%, 16%, 50%, 100% vs. random, optimal.

The main parameters that can influence the performance of our approach are
the similarity function used, |RS|, the PathCache “fill ratio” (i.e. number of
paths that exist in PathCache) and what we call the PathCache “relay quality”.
This last parameter basically reflects the average quality of relays published
for PathCache paths. As mentioned in subsection 2.3, a separate algorithm
can optionally be employed in the background to improve the quality of relays
published in PathCache, based on periodic random probes. We estimate a
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published path’s “relay quality” as the number of random probes that were
executed so far to derive its current relay set. PathCache’s overall “relay quality”
is an average of the relay qualities of the paths it contains. We found that search
performance does not significantly depend on |RS|, as long as it is at least 10.
Therefore, an accurate positioning can be done with about 20 traceroutes. Also,
against statistics community guidelines, we found Kendall only marginally
better than Pearson at small sample sizes.

Figure 4. CDFs of average disjointness for relays returned by PathCache at various cache
fills: 40, 200 and 260 paths. Similarity metrics: Kendall (left), Pearson (right).

Fig. 4 shows how the distribution of disjointness provided by returned relays
varies at various PathCache fill ratios for both Kendall and Pearson similarity
metrics. We can see that the quality of relays does improve as the cache contains
more paths and that Kendall seems to be slightly more appropriate at large cache
sizes than Pearson. As reference, CDFs in Fig. 3.a) were plotted at a fill ratio
of 265 paths.

In Fig. 3.b), we evaluate PathCache at various average relay quality lev-
els. We only present the Kendall evaluation, as the results for Pearson are
very similar. Qualities are shown in percentages of total search space covered
(100%=exhaustive search). Again, this is the background search done for a
limited number of paths, not the search needed at query time for all paths.
We see that relays returned by PathCache get better as average relay quality
increases. However, even for very low relay qualities (lowest quality tried is
10 random samples per path), the improvement is consistent when compared
to random search. The improvement increases slowly between 16% and 50%
quality levels, becoming slightly more consistent as the quality approaches ex-
haustive search. A cause might be that, as seen in subsection 3.1, extremely
good relays are relatively rare, thus hard to find in a large set of nodes without
exhaustive search. Where our approach helps a lot is in quickly finding relays
that were relatively good for similar paths, thus significantly improving over
random search. This is useful, because we can imagine that continuous, long-
lived random (or even exhaustive) searches can be conducted in the background
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for a limited number of paths that populate PathCache, benefiting all future path
queries.

4. Related Work
Recent work is focusing either on Internet topology discovery [9] or on using

overlay networks for improving QoS via multipath routing [8, 1]. Resilient
Overlay Networks (RON) [1] uses overlays for routing around congestions and
network outages. RON and [8] rely on small overlay network sizes for which
topology can be discovered by exhaustive probing. Therefore, we consider
these approaches applications that could benefit from our scalable discovery
of relays. Other work on QoS-improving overlays [10] is focusing on packet
loss reduction via Forward Error Correction and alternative path routing rather
than discovery. A routing underlay is suggested in [6], exposing topology
information to overlays on top, avoiding redundant probing. The approach
differs from ours as AS-level path inference, rather than path similarity, is
employed.

[4] suggests a heuristic for finding good alternative paths in large systems.
It considers paths at BGP- rather than router level. The approach relies on the
earliest divergence rule, stating that BGP paths that diverge from the default
path the earliest have a high chance of converging later. Compared to ours, this
approach requires unbounded probing of candidate relay nodes and BGP infor-
mation. RSIM [5] is a node similarity metric, used to predict path similarity.
It is based on the number of common routers shared by paths from two sources
to multiple destinations. In comparison, we directly estimate and employ path
similarity. Using synthetic coordinates to faster predict Internet properties was
extensively pursued ([7], [3]), however focusing on latency. To the best of our
knowledge, we make the first attempt to derive and use synthetic coordinates
for path disjointness prediction.

5. Conclusions
Using alternative paths helps improving QoS of communication across the

Internet. Such paths can be formed by using explicit relays among the nodes
of an overlay network that lead communication around network bottlenecks.
The crux of the approach is to identify a suitable relay that leads to a new path
which is highly disjoint from the default path given by Internet routing. In
small-scale systems, such relays can be identified by exhaustive search of the
overlay network. Our work focuses on large-scale, possibly dynamic, systems
(e.g. volunteer p2p networks), in which such exhaustive search can not be
applied. We propose a technique that identifies good relays from the ones that
have been suitable for similar paths in the recent past. Our evaluation on 200
PlanetLab nodes shows that we successfully identify suitable relays much faster
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than exhaustive search, with low, constant cost. We are currently investigating
distributed storage mechanisms for path similarity data to enable a distributed
PathCache implementation.
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1. Introduction
DHTs provide the ability to store and lookup data in a fully decentralized

manner. They can be utilized to build a distributed database on top of it. We
consider such a database which provides the user with an interface to perform
transactions on its data, and where all operations on distributed data are done
in a transactional manner. For distributed transactions an atomic commit pro-
tocol is needed to guarantee that either all operations of the transaction take
place or none of them. Only committed states are made visible. Another im-
portant mechanism of distributed transactional systems is concurrency control,
which ensures that concurrent transactions cannot interfere with each other. We
present a framework for having transactions on DHTs and consequently strong
notion of data consistency in DHTs. Our focus in this paper is on the atomic
commit problem.

A typical transaction is a sequence with an arbitrary number of operations
on different items. This sequence of operations is enclosed by a Begin of
Transaction (BOT) and an End of Transaction (EOT). BOT signals that a client
or application wants to start a transaction. The end of a transaction is marked
with EOT. At this point the system has to ensure that either all of the operations
contained in the transaction take place or none of them will affect the system.
Therefore a node receiving EOT starts a distributed commit protocol where it
determines whether all nodes, which are responsible for items that are involved
in the transaction, can execute the operations. If all those nodes confirm that
they can do so, the transaction will be committed.

We propose a solution for atomic commit which is based on the Paxos commit
algorithm introduced in [6]. We show how it can be adapted for a DHT-based
database. The Paxos commit algorithm defines different roles for nodes running
the protocol. We use the specific structure and services of the DHT to determine
which nodes have to act in which role. As DHTs are systems that are highly
dynamic, we show how we can cope with the dynamism and when we have to
fix the group of nodes involved in the protocol. Another advantage of the Paxos
commit algorithm is that it can handle a number of failures among the nodes
without relying on a perfect failure detector, which is an important property for
distributed systems running on the Internet.

Outline. Section 2 gives the problem description for this paper. In section 3
we describe the architecture of our system. Our approach for atomic commit
in a transactional DHT-based database system is presented in 4. Section 5 lists
some related work. As this paper summarizes some work in progress, we add
an outlook on our future work to the final conclusions presented in 6.
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2. Problem Description
DHTs are utilized to efficiently find data items stored in a P2P system. They

use a hashing function to assign each data item consisting of (Key, Value) an
identifier in a typically large identifier space. Each node that is part of the DHT
is responsible for at least one subrange in the identifier space. Examples for
DHTs are DKS [4], Chord [1], Chord# [2] and CAN [10].

There exist a number of storage systems which are built on DHTs, e.g.
Bamboo1 which is based on Pastry and DHash2 which is based on Chord.
Mostly items in such systems are replicated for a higher degree of availability
and reliability. These systems are typically read-only storage systems.

Atomicity is one of the four ACID properties of a transaction. A transaction
will be executed either completely or will have no effects on the data at all.
Changes on data made by a transaction will be made persistent when it reaches
its commit point at EOT. A transaction will either end with commit or with
abort, in which case the data modifications are canceled, and the transaction
has no effect. In distributed databases, items involved in a transaction may be
spread over different nodes. There is one node that acts as the Transaction
Manager (TM), which is responsible for coordinating the transaction. Nodes
that are responsible for items which are involved in the transaction are the
Transaction Participants (TP). A transaction can only be committed if each of
the TPs is able to commit its part of the transaction. All TPs have to agree
on the same outcome of the transaction. Well known solutions to this problem
are Two-Phase-Commit (2PC) algorithms. In the first phase (voting phase) the
TM initially asks all the TPs to prepare. The TPs answer whether they are
prepared and were able to commit. In the second phase (decision phase) the
TM tells the TPs to commit if all TPs are prepared and are able to make their
changes durable. Figure 1 shows the possible states of a 2PC protocol with one
Transaction Manager and two Transaction Participants.

One Problem with the basic 2PC is that it is a blocking protocol. If the TM
fails in the decision phase (state Collecting), the TPs are not able to receive
the outcome of the transaction and are blocked. A number of non-blocking
algorithms were introduced. Three-Phase-Commit (3PC) algorithms introduce
an extra phase to circumvent a blocking state. For DHT-based systems adding
an extra phase might be very costly in terms of latencies, in particular if nodes
are distributed worldwide. Most of them are also relying on timeouts, which
might impact the performance for Internet-based systems with fluctuating link
delays. We therefore use the Paxos based commit algorithm introduced in
[6]. Instead of using an extra phase, votes of the TPs are sent to a number

1http://www.bamboo-dht.org/
2http://pdos.csail.mit.edu/chord/
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Figure 1. State-charts for a 2-Phase-Commit Protocol with 2 Participants and 1 Transaction
Manager

of so called acceptors. The non-blocking property is introduced at the cost of
a higher number of messages, instead of an additional communication round.
We think that in a P2P environment it is more important to reduce latency than
reducing the number of messages sent, to achieve an acceptable performance.
Besides the size of the messages needed for the protocol is small. Another
important property of the Paxos commit protocol is that it does not rely on a
perfect failure detector.

Next we will describe the architecture of the system for which our solution
is designed for.

3. Architecture of the Transactional System
In DHT-based transactional database systems each node can act as TM and as

TP. Clients and applications which invoke transactions are connected to arbitrary
nodes in the DHT. Any such node will act as a TM for the transaction started by
the associated client. During the commit phase all nodes which are responsible
for an item that is involved in the transaction act as TPs. Items in our DHT are
replicated. Our solution is illustrated with the symmetric replication scheme of
the DKS DHT as mentioned below. With symmetric replication replicas can
be accessed concurrently.

3.1 Symmetric Replication and Data Consistency
We consider symmetric replication as described in [5, 3]. The storage system

replicates each item with the replication factor f . An identifier of an item is
associated with f − 1 other identifiers. This corresponds to a partition of the
identifier space of size N in N

f equivalence classes. The identifiers for replicas
of an item with identifier id are determined using the following function:
ri(id) = (id+(i−1)N

f )mod N, for 1 ≤ i ≤ f . Using symmetric replication,
items can be accessed concurrently by determining their associated identifiers.
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Our system maintains strong consistency among operations on data by in-
cluding at least a majority of replicas in these operations. All operations related
to data enforce the invariant that a majority of replicas for a certain data item
is up to date. A majority contains at least �f

2 � + 1 replicas. As write and store
operations are performed on a majority, a read operation includes a majority
as well, to ensure to get the latest version of an item. As a consequence join,
leave and node failure handling have to maintain the replication factor. Espe-
cially they have to ensure that the number of replicas never exceeds f . When
a new node joins the system, it gets the data it will be responsible for, and then
takes over the responsibility from the node formerly responsible for those items.
There is no point where they are both responsible for the transfered items in
order to ensure that the number of replicas for each item does not exceed f .
When a node leaves, it transfers the responsibility for its items to its successor
node and thus again does not change the number of replicas for an item. When
a node failure is detected, another node in the system becomes responsible for
this node’s items. It will read the items from the remaining replicas. Here the
number of replicas is restored to f after some time, but it does not increase the
number of replicas

According to Brewer’s conjecture [12], we will only be able to maintain
availability until partitioned overlays merge. It is impossible to maintain con-
sistency, availability and partition-tolerance at the same time. Our emphasis is
on consistency.

3.2 System Properties
A DHT-based database system differs from a traditional distributed database

system in a number of points that are important for the design of the commit
algorithm. Traditional distributed database systems usually consist of a number
of reliable nodes connected through a LAN. In contrast a DHT is built on
unreliable nodes. The MTTF (Mean Time to Failure) of a node in a DHT
system is typically much smaller. The need for a non-blocking atomic commit
algorithm therefore is higher than in a traditional database system. Traditional
database systems often are optimized for the failure-free case as failures occur
quite seldom.

Another point is latency. In DHT-based database systems latencies are high
due to the WAN communication paths and the routing structure of a DHT. A
non-blocking atomic commit algorithm implemented in a DHT has to be low
in the number of communication rounds to achieve acceptable performance.

The number of nodes involved in a transaction is typically much higher for a
DHT-based system as items are distributed over a larger number of nodes. There
are even two levels of distribution. Additionally distributed items are replicated
and again spread over the whole system. The number of nodes involved in a
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transaction depends on the number of items which are part of the transaction.
An atomic commit algorithm for a DHT therefore has to be scalable in the
number of participants.

The failure model for a traditional database system is normally based on
a crash-recovery process model. In contrast there are several possible failure
models for DHT-based database systems. In this paper we consider a DHT
database system that is based on a crash-stop process model. When a node
crashes and later recovers, it joins as a new node. Therefore it does not need
to remember any previously stored data, nor logs of uncommitted transactions.
Here we rely on the majority of nodes holding replicas of items involved in
ongoing transactions will survive. This is a consequence of our majority based
consistency mechanisms.

The atomic commit algorithm we present in the next section assumes the
crash-stop DHT model and symmetric replication. It is tailored for high laten-
cies, high distribution of items and it can handle the failure of the TM.

4. Atomic Commit Protocol for a DHT
As mentioned above nodes of the DHT can act as TMs and as TPs. A client

that invokes a transaction is connected to a node in the DHT. This node will be
the TM for that particular transaction. Invoking a transaction will result in the
creation of a transaction item, such that the key of the transaction item results
in an identifier that belongs to the responsibility of the TM and which we refer
to as the transaction-ID. This item will contain the result of the transaction and
will be stored in the transaction manager and also symmetrically stored in the
DHT.

As failures of nodes in DHTs may occur quite often, a non-blocking atomic
commit protocol is needed. Gray and Lamport [6] introduce a commit protocol
built on the Paxos consensus algorithm [8–9]. Our solution is an adaptation of
this commit protocol to work for DHTs. The Paxos commit protocol uses a
number of nodes that collect the votes of the TPs. These are called acceptors.
In the case of a TM’s failure the decision for the transaction can be requested
from the associated set of acceptors. We adapt this protocol by having the set
of nodes responsible for the replicated transaction item as our set of acceptors.
Therefore the number of acceptors is determined by the replication factor of
the whole system.

As mentioned above the Paxos commit algorithm provides an ability to cir-
cumvent the blocking problem of a Two-Phase-Commit protocol. In the next
section we will briefly introduce the properties of the Paxos consensus algorithm
and thereafter Paxos commit.
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4.1 The Paxos Protocol
Paxos is an algorithm which guarantees uniform consensus. Consensus is

necessary when a set of nodes has to decide on a common value. Uniform
consensus satisfies the following properties: 1. Uniform agreement, which
means that no two nodes decide differently, regardless of whether they fail
after the decision was taken; 2. Validity describes the property that the value
which is decided can only be a value that has been proposed by some node;
3. Integrity, meaning no node may decide twice and finally 4. Termination,
every node eventually decides some value [7]. Paxos assumes an eventual
leader election to guarantee termination. Eventual leader election can be built
by using inaccurate failure detectors.

Paxos defines different roles for the nodes. There are Proposers, which
propose a value, and Acceptors, which either accept a proposal or reject it in
a way that guarantees uniform agreement. Paxos as described in [9] assumes
that each node may act as both proposer and acceptor. In our solution presented
below we use different nodes as proposers and acceptors.

The above mentioned properties of uniform agreement can be guaranteed by
Paxos whenever a majority of acceptors is alive. That means, it tolerates the
failure of F acceptors out of initially 2F + 1 acceptors.

Paxos basically consists of two phases called the read and write phase. In
the read phase a node makes a proposal and tries to get a promise that his value
will be accepted by a majority or it gets a value that it must adopt for the write
phase. In the write phase a node tries to impose the value resulting from the
read phase on a majority of nodes. Either the read or write phase may fail.
Proposals are ordered by proposal numbers. By using an eventual leader to
coordinate different proposals, the algorithm will eventually terminate.

4.2 Atomic Commit with Paxos
Uniform consensus alone is not enough for solving atomic commit. Atomic

commit has additional requirements on the value decided. If some node pro-
poses abort or is perceived to have crashed by other nodes before a decision
was taken, then all nodes have to decide on abort. To decide on commit, all
nodes have to propose prepared.

In the Paxos Commit protocol [6] we have a set of acceptors, with a distin-
guished leader, and a set of proposers. The set of acceptors play the role of the
coordinator and the set of proposers are those who have to decide in the atomic
commit protocol.

Each proposer creates a separate instance of the Paxos algorithm with itself
as the only proposer to decide on either prepared or abort. All instances share
the same set of acceptors. It can be noted that the Paxos consensus can be
optimized, because there is only one proposer for each instance. If a proposer
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fails, one of the acceptors, normally the leader, acts on behalf of that proposer
in the particular Paxos instance and proposes abort.

Acceptors store the decisions of all proposers. Whenever an acceptor has
collected all decisions, it sends commit or abort to the leader. A leader needs to
receive the decision of a majority of acceptors to do the final decision. Thereafter
the final abort/commit is sent to the initial proposers. If the leader fails by
the eventual failure detector, another leader will take over and can extract the
decision from a majority of acceptors and complete the protocol.

The state-chart of a proposer is similar to the state-chart of a TP in the
original 2PC protocol, as shown in figure 1. Also the state-chart of an acceptor
is similar to that of the TM, referring to the same figure. But instead of sending
the decision commit to the participants, the acceptors send the outcome to the
leader.

4.3 Adapted Paxos Commit for a DHT
Paxos is designed for a static environment with a fixed number of participants

and acceptors. However each transaction involving items of a DHT has different
nodes involved. Every node responsible for an item in a transaction becomes
a TP for that particular transaction. In fact the TM initially does not know
which nodes are TPs. The number of nodes varies according to whether or
not the node is responsible for an item that is involved in the transaction. As
mentioned earlier, each transaction has a certain transaction item. We therefore
use a certain group of acceptors for each particular transaction, that can be easily
determined from the transaction-ID of the transaction item, by using symmetric
replication. The set of acceptors consists of the nodes responsible for a replica
of the transaction item. One advantage is that we create a pseudo static group
of acceptors. The group of acceptors is fixed temporarily by the TM just before
the prepare request is sent to the TPs. With the prepare request the TM informs
the nodes responsible for items in the transaction about the set of acceptors.
When such a node receives the prepare request, it becomes a TP and starts its
Paxos instance. It has to be noted that a node could be responsible for several
items involved in the transaction. The TP runs a separate Paxos instance for
each item it is responsible for.

At this stage the group of TPs and the group of acceptors are fixed. It will
remain fixed during the atomic commit phase. If a node joins/leaves in a DHT,
the responsibility of certain items has to be transferred. The transfer of the
responsibility of items involved in an active commit protocol is deferred until
the protocol instance terminates.

One modification to the Paxos commit is that the acceptors collect the votes
from the TPs and classify them per item. When a majority of TPs holding a
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replica of an item votes prepared, the acceptors record a prepared vote for this
specific item. If the decision is prepared for all items, the transaction commits.

When a TM knows the decision for the transaction, it can store this infor-
mation in the transaction item. This item can then be replicated in the DHT
just like regular data items. Whenever a TP does not receive the result of the
transaction from the TM, it can query the result of the transaction by reading
the transaction item stored in the DHT.

Another issue is garbage collection of transaction items. As information
on previous transactions grows by time, garbage collection is needed to throw
away information which is no longer needed. This can be done in different ways
either by acknowledgment messages or expiry date associated with transaction
items.

Most of the operations mentioned in this particular DHT-based Paxos commit
are operations on a set of identifiers. This is supported efficiently by bulk
operations in DHTs as described in the DKS system [5, 3].

5. Related Work
In [11] Paxos is used to achieve consensus in DHTs. The authors present

a middleware service called PaxonDHT, which provides a mean to guarantee
strong consistency among a set or replicas. In contrast to PaxonDHT our work
is providing an approach for atomic commit with replicas of several items
involved.

OceanStore [13] provides the ability to concurrently update data stored in a
global persistent data store. A master replica is required which consists of a
set of nodes which run a Byzantine agreement protocol to cooperate with each
other. In [13] the authors mention that transactions could be built on top of the
API of OceanStore. Our work considers a system that provides transactions in
its own interface and provides strong consistency among operations on data.

6. Conclusion and Future Work
We presented a framework for having transactions on DHTs and conse-

quently strong notion of data consistency in DHTs. We focus on the atomic
commit problem. Our solution is based on the Paxos commit algorithm. We
showed why Paxos commit is suitable for DHT-based systems and how we
can adapt it for transactional DHT-based databases. Among nodes Paxos com-
mit defines a set of acceptor and a set of proposers. Our approach uses the
symmetric replication scheme for DHTs to determine a pseudo static group of
acceptors. The non-blocking property of this commit protocol is important as
failures in DHTs occur quite often. Another advantage is a lower number of
communication rounds compared to traditional non-blocking algorithms in dis-
tributed database systems like Three-Phase-Commit. Paxos commit can handle
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a number of failures among the nodes which are involved in the atomic commit
without violating the properties of atomic commit. Further we showed how to
handle dynamism in a DHT due to churn. We defined the phases when it is
necessary to fix the group of participants in the algorithm to enable a correct
atomic commit.

There is a number of issues left that will be addressed in the future. We
will investigate concurrency control for a DHT-based database system. An
optimistic concurrency control seems reasonable for this scenario. One solu-
tion will be a timestamp based ordering. Further we will evaluate the whole
architecture and specify the algorithms formally.
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Abstract The quality of the information provided by information services deployed in the
EGEE production testbed differs from one system to another. Under the same
conditions, the answers provided for the same query by different information
services can be different. Developers of these services and of other services that
are based on them must be aware of this fact and understand the capabilities and
limitations of each information service in order to make appropriate decisions
about which and how to use a specific information service. This paper proposes
an evaluation framework for these information services and uses it to evaluate two
deployed information services (BDII and RGMA) and one prototype that is under
development (ActOn). We think that these experiments and their results can be
helpful for information service developers, who can use them as a benchmark
suite, and for developers of information-intensive applications that make use of
these services.
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1. Introduction and Motivation
Information Services are regarded as a vital component of Grid infrastructure.

They address the challenging problem of discovery and monitoring of a variety
of Grid resources, including services, hardware, software, etc. The quality
of information provided by information systems affects the performance and
the behaviour of other dependent Grid services. For instance, a Grid meta-
scheduling service will not work optimally if the quality of the information
used for decision making is poor; a Grid Resource Broker depends on the Grid
resource information provided by the information services that it uses; etc.

There is little work on the evaluation of information quality of Grid informa-
tion services. Most evaluation studies focus on performance measurement [1],
evaluating scalability, overload, query response time, etc. Such measurements
are based on the assumption that information quality is equal for different infor-
mation services. However, this assumption does not hold in reality, since each
information system has different mechanisms for collecting and processing in-
formation, and adopts different information models for storage and querying.
We cover this in our experiments, which show that even for a simple query
each system provides different results. For example, for the query “find me
Computing Elements which support the Biomed Virtual Organisation” the two
EGEE default information services, BDII and RGMA, gave 151 and 30 results
respectively. Independently of the reasons for such differences, the main out-
come from this simple test is that information quality of currently-deployed
Grid information services has to be considered carefully.

The work described in this paper has several objectives. First, we want to
obtain a fair systematic approach to measure information quality of dif-
ferent Grid information services, so that we can compare them and provide
guidelines related to when each of them can be used. One challenge is related
to the fact that different Grid information services have different information
models to represent the same type of Grid resources: some of them use LDAP
to represent that information and others use relational models, and the infor-
mation that they store about each resource may also differ. Unlike information
quality evaluation in other domains (such as Web search, where precision and
recall measurements can be obtained by counting numbers of documents), the
information objects in our evaluation are heterogeneous, both in the information
model used and in its access API, what makes it hard to compare the outputs.
We have proposed the use of a common information model to allow compar-
isons between these outputs, as explained in Section 3.2. Another challenge is
related to the differences in the querying capabilities and expressiveness sup-
ported by each service, what makes it difficult to design a good set of relevant
experiments for the evaluation. Some services allow making complex queries
that relate information from different domains (computing elements that sup-
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port a specific virtual organisation and a specific software environment) and
others just provide simple querying functionalities. In our approach we have
proposed a set of representative queries that may be issued by other middleware
services or applications, with increasing levels of complexity.

Our second objective is to use our approach to evaluate information quality
of two EGEE information services (BDII and RGMA) and one prototype
that is under development (ActOn). We will analyse the results from this
evaluation and identify the reasons for obtaining them. These results can be
used by developers working on these Grid information services, in order to
improve them, and by developer of systems that are based on them.

The remaining of this paper is organised as follows. Section 2 describes
the information systems to be evaluated. Section 3 introduces our evaluation
framework, including the design rationale, the experiments, and the metrics
to use for evaluation, together with details about how they are measured for
each system. Section 4 describes the results of the experiments carried out, and
provides some conclusions related to these results. Finally, Section 5 reflects
about the lessons learnt in the design of this evaluation framework and gives
references to additional performance tests that we have carried out.

2. Grid Information Services
Currently, there are several well-known and widely-used Grid information

services: Monitoring and Discovery System (MDS), Berkeley DB Information
Index (BDII), and RGMA [2–3]. These services are deployed in most Grid
systems, such as Europe Data Grid, Crossgrid, and Open Science Grid, and
widely used by Grid middleware and applications running on them. From these
three services, we will select BDII and RGMA for our evaluation, since they
are the default information services for the EGEE Grid. We do not include
MDS because it is not used for Computing Elements (CEs) and Sites in EGEE
and would make difficult to perform the comparison. Besides, BDII is based
on MDS, with the same information model (information representation and
access), hence the general results regarding information quality and recom-
mendations obtained for BDII could be easily extrapolated to MDS. Besides
these two services, we will evaluate our ontology-based information service
(based on the ActOn [4] ontology-based integration architecture).

Berkeley DB Information Index (BDII) [2] is an improvement of MDS,
the information service component of the Globus platform. It uses the MDS
information model and access API and caches information with the Berkeley
DB. Information about Grid resources is extracted by “information providers”,
software programs that collect and organise information from individual Grid
entities, either by executing local operations or by contacting third-party infor-
mation sources.
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Relational Grid Monitoring Architecture (RGMA) [3] combines moni-
toring and information services based on a relational model, implemented with
XML. It has been built in the context of the EU DataGrid project and imple-
ments the Grid Monitoring Architecture (GMA) proposed by the Open Grid
Forum. GMA models the Grid information infrastructure with three types of
components: information producers, information consumers, and a registry,
which mediates the communication between them.

Active Ontology (ActOn)-based information service ActOn [4] is an
ontology-based information integration system, developed by us, which can
be used to maintain up-to-date information for dynamic, large-scale distributed
systems. The ActOn architecture is comprised of a set of knowledge compo-
nents, which represent knowledge from the application domain (e.g., the EGEE
Grid) and from the information sources (e.g., RGMA and BDII servers); and
software components, such as a metadata scheduler (MSch), an information
source selector (ISS), a metadata cache (MC), and a set of information wrap-
pers.

We will evaluate a deployment of the ActOn system that uses BDII and
RGMA as information sources, and a Grid Ontology [5–6] as its information
model, and has been deployed in the EGEE certificate and production testbeds.

3. An evaluation framework for information quality
in Grid information services

Information quality (IQ) can be defined as a measure of the value of the infor-
mation provided by an information system to its users [7]. Quality is normally
subjective and depends on the intended use of information. The authors in
[7] distinguish a set of quality features (intrinsic, contextual, representational
and accessibility IQ) and define different factors to be considered for each of
them (accuracy, objectivity, reputation, relevancy, etc.).

The authors in [8] propose to focus on seven of these characteristics: com-
pleteness, accuracy, provenance, conformance to expectations, logical consis-
tency and coherence, timeliness, and accessibility. We have selected three of
them, namely completeness, accuracy and conformance to expectations.

We are not worried about the provenance of information, since we know
clearly which are the information sources that we use in each moment and
which are the information providers responsible for that information. We are not
worried either about accessibility, since we assume that the systems work within
a Grid security infrastructure (e.g., GSI), so that the information is accessible
as long as the client has the rights to access it and knows the information model
and API used by the corresponding information service.

With respect to the logical consistency and coherence and the timeliness of
the information retrieved and aggregated from the information sources, these
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are features that will form part of our future evaluation work, and will be also
considered in further developments of the ActOn-based information service. An
example of why the first feature is important is the following: there are many
cases where a computing element specifies that it gives support to MPI but does
not comply with the requirements for running an MPI job, which are that it
must be a CE server, must have an sshd service running on it, must have the
libraries mpirun and libmpi.so in its file system, and must have at least two
worker nodes. Information services like BDII or RGMA only store and provide
the information that their information producers give them, without checking
their consistency, hence they provide incorrect information due to this fact. As
an example of the second feature, BDII normally updates the information that
has been provided by its information sources every five or six minutes, what
means that this information may be already inaccurate when a client requests
it. Hence, having metadata about the lifetime and freshness of information in
the information service is important.

Now we describe our information quality evaluation framework, including
metrics to be used, the design rationale, and the experiments, together with
details about how the metrics are obtained for each system.

3.1 Evaluation metrics
To check our three criteria, we want to know whether all information services

obtain the same results when answering the same query, given the same condi-
tions in the EGEE testbed. We also want to check how many of those answers
are correct and how many of the existing answers are actually retrieved. This
allows us to know whether the results provided by the services conform to the
user expectations. To check this, we have selected two metrics commonly used
in information retrieval: precision (The proportion of relevant information re-
trieved, out of all the information retrieved) and recall (the proportion of relevant
information that is retrieved, out of all the relevant information available).

3.2 Experiment setup and design
Measurements are taken on the EGEE production testbed, which are accessed

through the UI machines at the University of Manchester1 and at the Institute of
Physics of Belgrade2. A set of Java-based client software and Unix shell scripts
have been developed to carry out the experiments and record their results. They
are available at [6].

The key aspects upon which we compare different information services are
their information model and the expressiveness of their query language. To

1ui.tier2.hep.manchester.ac.uk
2ce.phy.bg.ac.yu
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evaluate these two features, we have proposed six representative queries that
cover a wide range of Grid systems (hardware and software resources, middle-
ware environment, services, applications, etc.) with increasing complexity:

Query 1: Find all the Computing Elements (CEs) that support the BIO-
MED Virtual Organisation (VO).

Query 2: Find all the CEs that support the BIOMED VO and have more
than 100 CPUs available.

Query 3: Find all the CEs that support the MPI running environment.

Query 4: Find all the CEs that support the BIOMED VO, have more than
100 CPUs available, and support the MPI running environment.

Query 5: Find all the CEs where GATE (Geant4 Application for Tomo-
graphic Emission) can be run.

Query 6: Find all the CEs that support the BIOMED VO, have more than
100 CPUs available, and where GATE can be run.

Table 1. An Example of the Query 1 in BDII, RGMA, and ActOn

Information Ser-
vice

Query 1

BDII ldapsearch -x -H ldap://lcg-bdii.cern.ch:2170
(LDAP Search) -b mds-vo-name=local,o=grid ’(&(objectClass=GlueVOView)

(GlueVOViewLocalID=biomed))’ GlueCEAccessControlBaseRule
RGMA select GlueCEVOViewUniqueID, Value from
(SQL Query) GlueCEVOViewAccessControlBaseRule WHERE Value=’VO:biomed’
ActOn PREFIX egeeOnto: <http://www.cs.man.ac.uk/img/ontogrid#>
(SPARQL
Query)

SELECT ?ceid ?ceID ?VO

WHERE
?ceid egeeOnto:CEUniqueID ?ceID .
?ceid egeeOnto:hasVO ?VO .
OPTIONAL { ?ceid egeeOnto:VO ?ceID .
FILTER ( ?vo = ‘‘biomed’’)}

Each query has been translated into the query languages of the three in-
formation services. Table 1 shows an example for Query1. We use different
clients to execute them and extract the results (e.g., ldapsearch for BDII, the
gLite RGMA client tools for RGMA and a Java-based ActOn client for the
ActOn-based information service).

Results are obtained in different manners. The result of a BDII query is a
set of LDAP entries, of an RGMA query a set of table rows, and of an ActOn-
based query a set of RDF triples. Figure 1 shows three different ways to show
the same Grid resource (ce02.tier2.hep.manchester.ac.uk, an EGEE Computing
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Element) in the three services evaluated. In our experiment we use each “Grid
resource” obtained from a query as the basic unit for counting information,
which will be used to calculate precision and recall.

Figure 1. Results of BDII, RGMA, and ActOn for the the same Grid resource Computing
Element at University of Manchester (ce02.manchester.ac.uk)

3.3 Experimental Results Measurement
In the experiment we examine the information retrieved for each of the six

queries, so as to get their corresponding precision and recall measures.
Precision is easy to determine, since it can be computed manually by looking

at the results obtained from each query. In all cases, we assume binary relevancy
of information, that is, each piece of information retrieved is either relevant or
irrelevant for the issued query.

Recall is more difficult to determine, due to the fact that the amount of
information available in the EGEE production testbed changes frequently in
these systems and there is no way to get accurate information about the actual
state of the Grid resources that are available without using the information
services that we are evaluating. To get a good approximation that can be used
for our purposes, we execute each query 100 times, with a 4-minute interval
between executions, that is, we monitor the testbed during 400 minutes. Then
we use the highest value obtained from this 100 executions as the total number
of relevant information to be used to calculate recall.

4. Evaluation Results and Conclusions
Tables 2, 3 and 4 provide the precision and recall measurements obtained after

the execution of the previous experiments for the three information services:
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BDII, RGMA and the ActOn-based information service. The values in the
tables show the average of executing the queries 100 times.

Table 2. BDII Recall & Precision Measurement (100 times)

QueryNo. Retrieved Info. Relevant Info. Precision Recall
1 14,999 15,200 1 0.987
2 242,517 19,708 0.082 0.918
3 7174 7300 1 0.983
4 485034 4600 0.010 0.990
5 - - - -
6 - - - -

Table 3. RGMA Recall & Precision Measurement (100 times)

QueryNo. Retrieved Info. Relevant Info. Precision Recall
1 3417 15200 1 0.225
2 6321 6321 1 1
3 6568 7300 1 0.900
4 11245 4914 0.437 0.563
5 - - - -
6 - - - -

Table 4. ActOn Recall & Precision Measurement (100 times)

QueryNo. Retrieved Info. Relevant Info. Precision Recall
1 15200 15200 1 1
2 34100 34100 1 1
3 6568 7300 1 0.900
4 6568 7300 1 0.900
5 24 24 1 0.900
6 6 6 1 1

As a general comment, we can highlight the fact that BDII shows in general
poor results with respect to recall and precision, while ActOn and RGMA
present better results. This is mainly related to the repository that BDII uses
(LDAP), which is too lightweight and hence provides weak information process
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and query capabilities; while RGMA’s is based on relational databases and
ActOn’s is based on RDF, which both have better query capabilities.

Now we will analyse with more detail some of the system behaviours over
specific queries, and derive more conclusions from these values:

BDII has weak query capabilities. Table 2 shows bad precision results for
BDII in queries 2 and 4, while the results for queries 1 and 3 are excellent.
This is related to its weak query ability. LDAP-based queries are string-based,
and hence they cannot support queries over numerical values, such as “greater
than or lower than”. To improve this precision value, we need to fetch all
information about CE CPUs as a string value first (as we have done to get these
results), and then post-process (filter) the results on the client side. RGMA and
the ActOn-based information service have better query abilities.

RGMA is not able to relate information available in different tables.
Table 3 shows that RGMA has bad precision in query 4. It contains information
to solve this query, but it comes from two different tables (GlueCE and
GlueSubClusterSoftwareRunTimeEnvironment), and the query language
used by RGMA does not allow joining both tables. Hence the situation is
similar to the previous case: this problem can be solve on the client side by
post-processing the results that have been obtained from each separate query.

RGMA is very sensitive to the registering and availability of information
providers at a given point in time. Table 3 shows that RGMA has bad recall
in query 1. This is because the amount of Computing Element producers that is
available during the experiment is not always stable, due to the fact that either
producers were not registered in the RGMA registry at that specific moment,
or that the producers were not configured correctly or available at that point in
time. BDII and the ActOn-based information service are more robust to this,
due to the fact that they store information locally and do not depend on their
information providers at the time of querying.

Some complex queries cannot be answered by one information service in
isolation. Tables 2 and 3 show that BDII and RGMA can only answer the first
four queries. They cannot answer queries 5 and 6 because their information
providers cannot provide enough information and should be combined. This
shows that the ability of BDII and RGMA to share their data resources is
weak. On the other hand, the ActOn-based information service has the ability
to adopt existing information sources as its information providers, and aggregate
information from these information sources to answer such complex queries.

5. Lessons learned
We have gathered valuable lessons from our experience in designing the

experiments for information quality measurement and conducting them on the
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EGEE Grid testbed. Most of them are related to the fairness of the information
quality measurement process.

First, there are not standard domain-independent methods to measure
information quality in information systems. To design an experiment in a
specific domain (e.g., Grid information services), we must design it according
to that domain and the information needs of the information service users.

Second, different information services use different information models,
and usually provide different expressivity in their query languages or access
APIs. Hence a special effort has to be made in order to define clearly a fair way
to perform measurements that takes into account these differences.
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Abstract We propose a multi-tiered architecture for middleware-independent Grid job man-
agement. The architecture consists of a number of services for well-defined tasks
in the job management process, offering complete user-level isolation of service
capabilities, multiple layers of abstraction, control, and fault tolerance. The mid-
dleware abstraction layer comprises components for targeted job submission, job
control and resource discovery. The brokered job submission layer offers a Grid
view on resources, including functionality for resource brokering and submission
of jobs to selected resources. The reliable job submission layer includes com-
ponents for fault tolerant execution of individual jobs and groups of independent
jobs, respectively. The architecture is proposed as a composable set of tools
rather than a monolithic solution, allowing users to select the individual com-
ponents of interest. The prototype presented is implemented using the Globus
Toolkit 4, integrated with the Globus Toolkit 4 and NorduGrid/ARC middlewares
and based on existing and emerging Grid standards. A performance evaluation
reveals that the overhead for resource discovery, brokering, middleware-specific
format conversions, job monitoring, fault tolerance, and management of individ-
ual and groups of jobs is sufficiently small to motivate the use of the framework.
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ance, middleware-independence, Grid ecosystem.
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1. Introduction
We investigate designs for a standards-based, multi-tier job management

framework that facilitates application development in heterogeneous Grid en-
vironments. The work is driven by the need for job management tools that:

offer multiple levels of functionality abstraction,

offer multiple levels of job control and fault tolerance,

are independent of, and easily integrated with, Grid middlewares,

can be used on a component-wise basis and at the same time offer a
complete framework for more advanced functionality,

An overall objective of this work is to provide understanding of how to
best develop such tools. Among architectural aspects of interest are, e.g., to
what extent job management functionalities should be separated into individ-
ual components or combined into larger, more feature-rich components, taking
into account both functionality and performance. As an integral part of the
project, we also evaluate and contribute to current Grid standardization efforts
for, e.g., data formats, interfaces and architectures. The evaluation of our ap-
proach will in the long term lead to the establishment of a set of general design
recommendations.

Features of our prototype software include user-level isolation of service
capabilities, a wide range of job management functionalities, such as basic
submission, monitoring, and control of individual jobs; resource brokering; au-
tonomous processing; and atomic management of sets of jobs. All services are
designed to be middleware-independent with middleware integration performed
by plug-ins in lower-level components. This enables both easy integration with
different middlewares and transparent cross-middleware job submission and
control.

The design and implementation of the framework rely on emerging Grid and
Web service standards [3],[9],[2] and build on our own experiences from devel-
oping resource brokers and job submission services [6],[7],[8], Grid scheduling
support systems [5], and the SweGrid Accounting System (SGAS) [10]. The
framework is based on WSRF and implemented using the Globus Toolkit 4.

2. A Model for Multi-Tiered Job Submission
Architectures

In order to provide a highly flexible and customizable architecture, a basic
design principle is to develop several small components, each designed to per-
form a single, well-defined task. Moreover, dependencies between components
are kept to a minimum, and are well-defined in order to facilitate the use of al-
ternative components. These principles are adopted with the overall idea that a
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specific middleware, or a specific user, should be able to make use of a subset
of the components without having to adopt an entire, monolithic system [11].

We propose to organize the various components according to the following
layered architecture.

Middleware Abstraction Layer. Similar to the hardware abstraction layer
of an operating system, the middleware abstraction layer provides the func-
tionality of a set of middlewares while encapsulating the details of these. This
construct allows other layers to access resources running different middlewares
without any knowledge of their actual implementation details.

Brokered Job Submission Layer. The brokered job submission layer offers
fundamental capabilities such as resource discovery, resource selection and job
submission, but without any fault tolerance mechanisms.

Reliable Job Submission Layer. The reliable job submission layer provides
a fault tolerant, reliable job submission. In this layer, individual jobs or groups
of jobs are automatically processed according to a customizable protocol, which
by default includes repeated submission and other failure handling mechanisms.

Advanced Job Submission & Application Layers. Above the three pre-
viously mentioned layers, we foresee both an advanced job submission layer,
comprising, e.g., workflow engines, and an application layer, comprising , e.g.,
Grid applications, portals, problem solving environments and workflow clients.

3. The Grid Job Management Framework (GJMF)
Here follows a brief introduction to the GJMF, where the individual services

and their respective roles in the framework are described.
The GJMF offers a set of services which combined constitute a multi-tiered

job submission, control and management architecture. A mapping of the GJMF
architecture to the proposed layered architecture is provided in Figure 1.

All services in the GJMF offer a user-level isolation of the service capa-
bilities; a separate service component is instantiated for each user and only
the owner of a service component is allowed to access the service capabilities.
This means that the whole architecture supports a decentralized job manage-
ment policy, and strives to optimize the performance for the individual user.

The services in the GJMF also utilize a local call structure, using local Java
calls whenever possible for service-to-service interaction. This optimization is
only possible when the interacting services are hosted in the same container.

The GJMF supports a dynamic one-to-many relationship model, where a
higher-level service can switch between lower-level service instances to im-
prove fault tolerance and performance.
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Figure 1. GJMF components mapped to their respective architectural layers.

As a note on terminology, there are two different types of job specifications
used in the GJMF: abstract task specifications and concrete job specifications.
Both are specified in JSDL [3], but vary in content. A job specification includes a
reference to a computational resource to process the job, and therefore contains
all information required to submit the job. A task specification contains all
information required except a computational resource reference. The act of
brokering, the matching of a job specification to a computational resource, thus
transforms a task to a job.

Job Control Service (JCS). The JCS provides a functionality abstraction of
the underlying middleware(s) and offers a platform- and middleware-indepen-
dent job submission and control interface. The JCS operates on jobs and can
submit, query, stop and remove jobs. The JCS also contains customization
points for adding support for new middlewares and exposes information about
jobs it controls through WSRF resource properties, which either can be explic-
itly queried or monitored for asynchronous notifications. Note that this func-
tionality is offered regardless of underlying middleware, i.e., if a middleware
does not support event callbacks the JCS explicitly retrieves the information
required to provide the notifications. Currently, the JCS supports the GT4 and
the ARC middlewares.

Resource Selection Service (RSS). The RSS is a resource selection service
based on the OGSA Execution Management Services (OGSA EMS) [9]. The
OGSA EMS specify a resource selection architecture consisting of two services,
the Candidate Set Generator (CSG) and the Execution Planning Service (EPS).
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The purpose of the CSG is to generate a candidate set, containing machines
where the job can execute, whereas the EPS determines where the job should
execute. Upon invocation, the EPS contacts the CSG for a list of candidate ma-
chines, reorders the list according to a previously known or explicitly provided
set of rules and returns an execution plan to the caller.

The current OGSA EMS specification is incomplete, e.g., the interface of
the CSG is yet to be determined. Due to this, the CSG and the EPS are in
our implementation combined into one service - the RSS. The candidate set
generation is implemented by dynamical discovery of available resources using
a Grid information service, e.g., GT4 WS-MDS, and filtering of the identified
resources against the requirements in the job description. The RSS contains
a caching mechanism for Grid information, which alleviates the frequency of
information service queries.

Brokering & Submission Service (BSS). The BSS provides a functionality
abstraction for brokered task submission. It receives a task (i.e., an abstract job
specification) as input and retrieves an execution plan (a prioritized list of jobs)
from the RSS. Next, the BSS uses a JCS to submit the job to the most suitable
resource found in the execution plan. This process is repeated for each resource
in the execution plan until a job submission has succeeded or the resource list
has been exhausted. A client submitting a task to the BSS receives an EPR to
a job WS-Resource in the JCS as a result. All further interaction with the job,
e.g., status queries and job control is thus performed directly against the JCS.

Task Management Service (TMS). The TMS provides a high-level service
for automated processing of individual tasks, i.e., a user submits a task to the
TMS which repeatedly sends the task to a known BSS until a resulting job
is successfully executed or a maximum number of attempts have been made.
Internally, the TMS contains a per-user job pool from which jobs are selected
for sequential submission. The TMS job pool is of a configurable, limited size
and acts as a task submission throttle. It is designed to limit both the memory
requirements for the TMS and the flow of job submissions to the JCS. The
job submission flow is also regulated via a congestion detection mechanism,
where the TMS implements an incremental back-off behavior to limit BSS load
in situations where the RSS is unable to locate any appropriate computational
resources for the task. The TMS tracks job progress via the JCS and manages a
state machine for each job, allowing it to handle failed jobs in an efficient man-
ner. The TMS also contains customization points where the default behaviors
for task selection, failure handling and state monitoring can be altered via Java
plug-ins.
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Task Group Management Service (TGMS). Like the TMS for individual
tasks, the TGMS provides an automated, reliable submission solution for groups
of tasks. The TGMS relies on the TMS for individual task submission and
offers a convenient way to submit groups of independent tasks. Internally, the
TGMS contains two levels of queues for each user. All task groups that contain
unprocessed tasks are placed in a task group queue. Each task group queue, in
turn, contains its own task queue. Tasks are selected for submission in two steps:
first an active task group is selected, then a task from this task group is selected
for submission. By default, tasks are resubmitted until they have reached a
terminal state (i.e., succeeded or failed). A task group reaches a terminal state
once all its tasks are processed. A task group can also be suspended, either
explicitly by the user or implicitly by the service when it is no longer meaningful
to continue to process the task group, e.g., when associated user credentials have
expired. A suspended task group must be explicitly resumed to become active.
The TGMS contains customization points for changing the default behaviors
for task selection, failure handling and state monitoring.

Client API. The Client API is an integral part of the GJMF; it provides
utility libraries and interfaces for creating tasks and task groups, translating job
descriptions, customizing service behaviors, delegating credentials and contains
service-level APIs for accessing all components in the GJMF. The purpose of
the GJMF Client API is to provide easy-to-use programmable (Java) access to
all parts of the GJMF.

For further information regarding the GJMF, including design documents and
technical documentation of the services, see [12].

4. Performance Evaluation
We evaluate the performance of the TGMS and the TMS by investigating the

total cost imposed by the GJMF services compared to the total cost of using
the native job submission mechanism of a Grid middleware, GT4 WS-GRAM
(without performing resource discovery, brokering, fault recovery etc.).

In the reference tests with WS-GRAM, a client sequentially submits a set
of jobs using the WS-GRAM Java API, delaying the submission of a job un-
til the previous one has been successfully submitted. All jobs run the trivial
/bin/true command and are executed on the Grid resources using the POSIX
Fork mechanism. The jobs in a test are distributed evenly among the Grid re-
sources using a round-robin mechanism. The WS-GRAM tests do not include
any WS-MDS interaction. No job input or output files are transferred and no
credentials are delegated to the submitted jobs. In each test, the total wall clock
time is recorded. Tests are performed with selected numbers of jobs, ranging
from 1 to 750.
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Figure 2. GRAM and GJMF job processing performance.

The configuration of the GJMF tests is the same as for the WS-GRAM tests,
with the following additions. For the TGMS tests, user credentials are delegated
from the client to the service for each task group (each test). Delegation is also
performed only once per test in the TMS case, as all jobs in a TMS test reuse
the same delegated credentials. For both the TGMS and the TMS tests, the BSS
performs resource discovery using the GT4 WS-MDS Grid information system
and caches retrieved information for 60 seconds. In the TMS and TGMS tests,
all services are co-located in the same container, to enable the use of local Java
calls between the services, instead of (more costly) Web service invocations.

Test Environment. The test environment includes four identical 2 GHz
AMD Opteron CPU, 2 GB RAM machines, interconnected with a 100 Mbps
Ethernet network, and running Ubuntu Linux 2.6 and Globus Toolkit 4.0.3.

In all tests, one machine runs the GJMF (or the WS-GRAM client) and
the other three act as WS-GRAM/GT4 resources. For the GJMF tests, the
RSS retrieves WS-MDS information from one of the three resources, which
aggregates information about the other two.

Analysis. Figure 2 illustrates the average time required to submit and execute
a job for different number of jobs in the test. As seen in the figure, the TGMS
offers a more efficient way to submit multiple tasks than the TMS. This is due
to the fact that the TMS client performs one Web service invocation per task
whereas the TGMS client only makes a single, albeit large, call to the TGMS.
The TGMS client requires between 13 (1 task) and 16.6 seconds (750 tasks)
to delegate credentials, invoke the Web service and get a reply. For the TMS,
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the initial Web service call takes roughly 13 seconds (as it is associated with
dynamic class-loading, initialization and delegation of credentials), additional
calls average between 0.4 and 0.6 seconds. For the GRAM client, the initial
Web service invocation takes roughly 12 seconds. The additional TMS Web
service calls quickly become the dominating factor as the number of jobs are
increased. When using Web service calls between the TGMS and the TMS
this factor is canceled out. Conversely, when co-located with the TMS and
using local Java calls, the TGMS only suffers a negligible overhead penalty for
using the TMS for task submission. In a test with 750 jobs, the average job
time is roughly 0.35 seconds for WS-GRAM, and approximately 0.51 and 0.57
seconds for the TGMS and TMS, respectively.

As the WS-GRAM client and the JCS use the same GT4 client libraries, the
difference between the WS-GRAM performance and that of the other services
can be used as a direct measure of the GJMF overhead.

In the test cases considered, the time required to submit a job (or a task) can
be divided into three parts.

1 The initialization time for GT4 Java clients. This includes time for class
loading and run-time environment initialization. This time may vary with
the system setup but is considered to be constant for all three test cases.

2 The time required to delegate credentials. This only applies to the GJMF
tests, not the test of WS-GRAM. Even though delegated credentials are
shared between jobs, the TMS is still slightly slower than the TGMS in
terms of credential delegation. The TMS has to retrieve the delegated
credential for each task, whereas the TGMS only retrieves the delegated
credential once per test.

3 The Web service invocation time. This factor grows with the size of
the messages exchanged and affects the TGMS, as a description of each
individual task is included in the TGMS input message. The invocation
time is constant for the TMS and WS-GRAM tests, as these services
exchange fixed size messages.

Summary. When co-hosted in the same container, the GJMF services allots
an overhead of roughly 0.2 seconds per task for large task groups (containing
750 tasks or more). The main part of this overhead is associated with Java class
loading, delegation of credentials and initial Web service invocation. These
factors result in larger average overheads for smaller task groups. For task
groups containing 5 tasks, the average overhead per task is less than 1 second,
and less than 0.5 seconds for 15 tasks. It should also be noted that, as jobs are
submitted sequentially but executed in parallel, the submission time (including
the GJMF overhead), is masked by the job execution time. Therefore, when
using real world applications with longer job durations than those in the tests,
the impact of the GJMF overhead is reduced.
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5. Related Work
We have identified a number of contributions that relate to this project in

different ways. For example, the Gridbus [16] middleware includes a lay-
ered architecture for platform-independent Grid job management; the GridWay
Metascheduler [13] offers reliable and autonomous execution of jobs; the Grid-
Lab Grid Application Toolkit [1] provides a set of services to simplify Grid
application development; GridSAM [15] offers a Web service-based job sub-
mission pipeline which provides middleware abstraction and uses JSDL job
descriptions; P-GRADE [14] provides reliable, fault-tolerant parallel program
execution on the grid; and GEMLCA [4] offers a layered architecture for run-
ning legacy applications through grid services. These contributions all include
features which partially overlap the functionality available in the GJMF. How-
ever, our work distinguishes itself from these contributions by, in the same
software, providing i) a composable service-based solution, ii) multiple lev-
els of abstraction, iii) middleware-interoperability while building on emerging
Grid service standards.

6. Concluding Remarks
We propose a multi-tiered architecture for building general Grid infrastruc-

ture components and demonstrate the feasibility of the concept by implementing
a prototype job management framework. The GJMF provides a standards-
based, fault-tolerant job management environment where users may use parts
of, or the entire framework, depending on their individual requirements. Fur-
thermore, we demonstrate that the overhead incurred by using the framework is
sufficiently small (approaching 0.2 seconds per job for larger groups of jobs) to
motivate the practical use of such an architecture. Initial tests demonstrate that
by proper methods, including reuse of delegated credentials, caching of Grid
information and local Java invocations of co-located services, it is possible to
implement an efficient service-based multi-tier framework for job management.
Considering the extra functionality offered and the small additional overhead
imposed, the GJMF framework is an attractive alternative to a pure WS-GRAM
client for the submission and management of large numbers of jobs.
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Abstract To process large amounts of data, in some fields of science hundreds or thousands
of single jobs are submitted into a Grid. Monitoring the enormous numbers of jobs
and their resource usage in such environments (like the LCG/gLite middleware)
effectively becomes an important issue for the users. Current tools in LCG /
gLite provide only limited value to the user as they are often simple command
line applications only. Keeping an eye on large number of jobs can thus become
quite painful.

In this paper, the user-centric monitoring system AMon is presented that has
been developed within the HEPCG project. It provides Grid users with useful
and graphical information that helps her/him to understand the status of the jobs
and their usage of resources. The latter enables the user to better recover from
job failures.

Keywords: LCG, gLite, job monitoring, resource usage monitoring, R-GMA, visualisation,
portal, GridSphere
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1. Introduction
One of the frontiers in Grid Computing is the processing of large amounts

of data. The Large Hadron Collider Computing Grid (LCG) project aims to
provide the particle physics community of the LHC collider at CERN with an
environment to be able to analyse the petabytes of data that will be produced
every year.

A typical analysis scenario in this context consists of several hundreds or
thousands of jobs each just reading some small part of the data (one or several
sets of collision events). Another scenario is the simulation of particle physics
events that are written as event sets. Both scenarios have the common problem
of tracking the status of the single jobs, either to simply inform the user about
his/her jobs or to help him to react in case of problems.

Existing monitoring tools in the LCG/gLite environment provide just limited
functionality. They are either command line tools that deliver text strings for
every job - which is hard to evaluate in the case of hundreds of jobs and the
information they provide is very limited (e.g. status only or just parts of the
information necessary to track down problems). Other tools focus on the mon-
itoring of the hardware or the services in the Grid, which is not the information
the user wants and needs.

Outside of gLite there are also ongoing efforts on monitoring. But most of
them focus rather on infrastructure than on a user-centric job monitoring. Mon-
ALisa [1] is a comprehensive system that can collect a variety of monitoring
information. Currently, it focus mainly on hardware, network and service infor-
mation to monitor the Grid infrastructure but it also allows to gather application
specific information.

The High Energy Particle Physics Community Grid project1 (HEPCG) [2]
of the German D-Grid Initiative [3] wants to contribute to the functionality the
LCG-Grid provides to physicists. One major goal is to improve the monitoring
of jobs and their resource usage in a user centric way. This is meant to serve
users who submit jobs as well as resource providers. For the latter the usage of
their resources will be analysed for Grid management and planning.

The first section of this paper illustrates the goals of the monitoring system
and provides an overview of its architecture. The following sections describe
the single components in more details. At the end the status is described and
an outlook will be given on further developments and features.

1funded by the German Federal Ministry of Education and Research (BMBF) under Grant No. 01AK802C
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Figure 1. Architecture of the Job and Resource Usage Monitoring System

2. Goals and Architecture
The main goal of the developments is the creation of a job and resource usage

monitoring that is focused on the user needs, where user means both the job
submitter and the resource provider. It should be able to answer typical user
(job submitter) questions regarding her/his jobs: What is the status of my job
- still running, done, crashed? What about the memory consumption of my
jobs? What is the CPU usage? Is there any critical entity in consumption of the
resource? Such and more information can indicate problems or help in the case
of unsuccessfully finished jobs. And, in general, these are information that the
users are accustomed to have at their desktop computers.

On the other side it should help the resource providers to get an overview
of what is going on on their machines. In the case of problems related to jobs
and their resource usage the monitoring should support the site administrators
in tracking them. And last but not least with the information they should be
enabled to draw consequences from the usage of their resources - for planning
and designing the Grid infrastructure.
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Regarding the design of the monitoring there are other objectives from the
users point of view:

1. Easy access and handling
2. Only limited knowledge about monitoring should be needed by the

user
3. Support users with graphical representations of the pre-analysed

information, that allow interaction to get further and more detailed
information

In addition, the inclusion of existing and already used components in LCG
was another point. Thus, an architectural design was setup as illustrated in figure
1: The architecture of AMon is component based. There is a separation between
information accumulation on the single worker nodes (WN), the information
storage, the gathering and analysis of the distributed monitoring data, and their
preparation and visualisation for the user embedded in a user front-end.

Existing components that are used in AMon are:

1. The LCG worker node monitoring [6], which was extended to pro-
vide more information (metrics)

2. R-GMA, the Relational Grid Monitoring Architecture [4] as infor-
mation system to store the monitoring data

3. The portal framework GridSphere [5] to embed the visualisation
into

The information gathering, analysis and visualisation are new developments.
They are independent of gLite as Web Services, portal technology and Java for
graphics were used. A generic interface even allows to plug-in other systems
for information gathering than R-GMA to AMon.

The next sections will describe the single components in more detail.

3. Visualisation and User Frontend
As the focus of AMon is on the user needs the description is started with the

user front-end.
Web browsers are a common and known tool for most computer users. Thus,

the access to the monitoring information is browser based. GridSphere [5], a
JSR 168 compliant portal framework especially designed for Grid needs, is the
integrating platform for the user interaction and the visualisation of the data.
GridSphere already provides needed functionality like user management and
Login/Logout. Additionally, with the GridPortlets package - a collection of
portlets and services - Grid functionality like credential retrieval is available.

AMonVisualiser consists of a set of portlets (small Java classes that are
plugged-in into the portal) and services (Java classes that provide tasks). If the
user asks for monitoring information in a portlet, a services contacts the analysis
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Figure 2. The monitoring is integrated into GridSphere. Here a example graph of the temporal
development of an information (the CPU usage of the jobs). The red line and ellipse illustrate
the interactivity - clicking in the display reveals more information. The ability to zoom in and
out of the data is denoted by the scrollbars of the display.

service AMonAnalyser (see section 4) for the latest data. The visualisation itself
is implemented as Java applets, that are fed with the data from AMonAnalyser
and run in the users browser.

Visualisation is not just understood as putting data into static histograms. The
visualisation provides the user with graphical representations of the information
by allowing interactivity. Clicking on histograms, time lines or other charts
will serve the user with detailed information about the chosen item, will lead to
displays with extended information or allow to zoom into the data. Examples
of displays are the temporal development of e.g. the CPU usage of the jobs or
their memory consumption or their I/O (available metrics see section 5). Other
charts may give summaries of metrics of their derivatives (see figures 2 and 3).

4. Information Gathering and Pre-Analysis
The second component - the analysis service AMonAnalyser - gathers the

information from the distributed monitoring services and prepares them for the
visualisation. As the amount of monitoring information can be quite significant
this step is separated from the visualisation. It is setup as a Web Service running
in an Tomcat application server [10] and Apache-Axis [9] environment.
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Figure 3. Examples of other displays for various kinds of information

This service is contacted by the visualisation. The monitoring data are trans-
fered as SOAP messages. Inside SOAP they are packed into a table structure,
where each row corresponds to a measurement at a certain time and each column
represents a metric.

On the other side, AMonAnalyser provides a generic interface to monitoring
systems. Currently, it is able to read out the R-GMA tables using an R-GMA
consumer from the LCG worker node monitoring (see section 5) and the gLite
Logging&Bookkeeping [11]. Access to other monitoring systems, like the
Ganglia monitoring [8] is under development.

5. Information Accumulation and Storage
The LCG worker node monitoring [6] allows the users to start small job

monitoring applications on the worker nodes. The user just has to set an envi-
ronment variable to switch it on. Then, Python based scripts collect information
about the status of the job.

The original version only provided information about wall clock time, CPU
time and real, virtual and total memory usage of the job. The system was
extended to provide more useful metrics that help the user not only to get an
overview of his jobs but also help him to get hints to track down reasons for
possible problems or errors. Table 1 lists all available metrics.

The architecture was changed such, that new metrics/sensors can be easily
added. With the same environment variable as in the original version the user
can now switch on all or single sensors. Additionally, the time intervals in
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Category Metrics

General job ID; user name; the names of the resource broker, the com-
puting element and the WN; job ID on WN

CPU WallClockTime; UsedCPUTime; load averages

Memory real, virtual, total, and free memory; free and total swap space
Storage free space on home, temporary and work directory; summary

of file system properties

File I/O I/O rates for every file access of the application

Network received and transmitted network

Table 1. Available metrics of the extended LCG worker node monitoring

which the information are collected are variable and configurable by the user.
The default is to publish the data more often at the beginning of a job and then
increase the time interval as the job is running. Nevertheless, the new version is
fully backwards compatible - meaning that installing it will not need any other
changes on the worker node compared to the original version.

The collected data are written to R-GMA, the Relational Grid Monitoring
Architecture [4], which is used in LCG/gLite to store monitoring data. R-GMA
is a kind of a distributed relational database, where monitoring data are stored
in tables. It implements the OGF standard GMA, which is based on a producer-
consumer-registry design. The existing table of the original LCG worker node
monitoring (JobMonitor) was kept for backwards compatibility, the new metrics
are stored in a new table.

6. Status and Future Work
The first prototype of the full system was finished at the end of 2006. A front-

end and a analyser server are provided at the Technische Universiät Dresden
(ZIH) for the HEPCG users to test the whole system.

As R-GMA does not provide any kind of authorisation currently, a authori-
sation mechanism using VOMS [7] is under development. It retrieves the user
credentials from an MyProxy server and contacts an VOMS server for the users
authorisation. Such, the access to the monitoring data is regulated. Resource
providers are allowed to access their sites data only, job submitters can see the
data of their jobs only, a VO manager has access rights to all data.

Work is also going on to provide access to other monitoring systems (like
the already mentioned Ganglia [8]) or to the gLite Logging&Bookkeeping Web
Service directly (instead of the R-GMA L&B data).
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Better analysis algorithms for the data will be implemented, especially for re-
source usage data for resource providers. Such analysis algorithms will provide
the users with improved information especially to realise critical conditions. A
simple example is to show the ratio of the used CPU time and the wall clock
time, which could point to “hanging” jobs.

A continuous effort is going into the development of new visualisations and
the improvement of the existing ones. So, the main intention is to provide the
users with a helpful, sophisticated and novel tool that supports them in their
daily work in the Grid.
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Abstract Distributed applications or workflows need to access and use compute, storage
and network resources simultaneously or chronologically coordinated respec-
tively. Examples are distributed multi-physics simulations that use the combined
computational performance and data storage of multiple clusters. A coordinated
reservation and allocation of the resources is a prerequisite for the efficient use
of such resources. This contribution describes the components of a system that
provides Grid users with this functionality. The Grid middleware UNICORE is
extended to access a MetaScheduling Service (MSS) performing orchestration of
resources of different administrative domains, using advance reservation capabil-
ity of local resource management systems (RMS) - including network connections
for which ARGON serves as RMS. ARGON leverages Bandwidth on Demand,
a cornerstone of next generation Grid enabled optical networks rendering the
network to a first class Grid resource.

Keywords: Grid, advance reservation, Bandwidth on demand, ARGON, UNICORE
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1. Introduction and Overview
Advanced applications usually benefit from the existence of different, het-

erogeneous resources available in Grids. Being able to select among multiple
resources allows the end-user to execute the individual components of his ap-
plication using the most appropriate resources available. Examples of such ap-
plications are distributed multi-physics simulations where multiple resources
are needed at the same time, or complex workflows where the resources are
needed with some timely dependencies [13].

Additionally, having distributed applications and data, there is also a need
for dedicated QoS of the network connections between the resources to sup-
port efficient execution of the applications. However, to make efficient use of
the resources we need reservation mechanisms that guarantee the availability
of the selected resources including the network at the time they are needed to
execute application components or a component of a workflow. Without reser-
vation there is only a best effort approach to execute applications across multiple
resources without a chance of coordination. Having reservation mechanisms
allows to completely planning the execution of an application or workflow if
the timely dependencies are given by the user. In the VIOLA [17] project we
created a UNICORE based Grid testbed on top of an optical network.

This testbed provides solutions to the problems addressed above: the or-
chestration of resources of different sites belonging to different administrative
domains is done by a MetaScheduling Service (MSS) [18]. This service is
responsible for the negotiation of agreements on resource usage with the indi-
vidual local resource management systems. The agreements are made using
WS-Agreement [1] developed by the GRAAP [9]working group of the Global
Grid Forum [8]. The agreements made basically are Service Level Agree-
ments on the advance reservation of the resources needed for an application or
a workflow [19]. The local resource management systems finally include the
advance reservation in their individual schedules. Extending this approach to
network resources as done in VIOLA allows user or application driven selection
and reservation of network connections with dedicated QoS based on evolving
network technologies.

2. Architecture
2.1 The UNICORE Environment and Extension

of the Client
The Grid-system UNICORE [15] is being developed since 1998 and is used

in various projects and production environments, mainly in Europe and Japan.
UNICORE is based on a three-tier architecture, consisting of (1) a Java-Client
as the user-interface to the Grid, (2) server-components at the UNICORE-sites
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that provide the secure access of the user to the UNICORE Grid and manage
the userÕs jobs and finally (3) the target systems which execute those jobs (see
Figure 1).

UNICORE
Client

Network Job
Supervisor

Target System
Interface

Local
Scheduler

Network Job
Supervisor

Target System
Interface

Local
Scheduler

Network Job
Supervisor

Target System
Interface

Local
Scheduler

Gateway

Vsite Vsite Vsite
Usite Usite

multi-site jobs

Gateway

Figure 1. UNICORE Architecture

The standard UNICORE software offers extended workflow support. UNI-
CORE jobs are composed of subjobs that can be executed on the same or
different resources (called vsites). Dependencies between those subjobs can be
specified, forcing them to be executed in a particular order. In addition to that,
conditional execution and control statements allow to build loops of subjobs.
However, UNICORE has no build-in capabilities to make advance reservations
or to provide synchronous access to distributed resources.

Within VIOLA, this feature has been added via a UNICORE Client-plugin
that accesses an external MetaScheduling Service. The plugin provides a GUI
that lets the user specify his job including the number of processes to run
on which target systems and the required bandwidth between them. Based
on this information, the client requests a reservation from the MSS. Once the
reservation has been made by the MSS, it is processed like any other UNICORE
job. A job may consist of a number of subjobs Ð one for each target system
that is requested. Users can retrieve output, monitor or cancel the job.

In the current version, the plugin is tailored to the needs of distributed simula-
tions using the metacomputing-enabled MPI-implementation Me-taMPICH [3].
Using it, the user not only specifies the resources needed but also further
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MetaMPICH-related information allowing the plugin to perform additional
tasks, as e.g. distributing the different types of MetaMPICH tasks (compute
tasks, network router tasks, I/O server tasks) onto the requested cluster nodes
based on various policies and generating a MetaMPICH configuration file.

The plugin is designed and implemented in a modular fashion, allowing easy
adaptation to other types of distributed application, not based on MetaMPICH.
An example under consideration is the distributed simulation of crystal growth
in the VIOLA application TechSim. Here, two MPI-applications are coupled
via MpCCI [10] using plain TCP/IP sockets.

2.2 The MetaScheduling Service (MSS)
Once the MSS receives the agreement proposal with the necessary informa-

tion on resources and QoS needed for an application from the UNICORE client
it starts to negotiate with the local Resource Management Systems (RMS) of
these resources (see Figure 2). The negotiation has four main phases:

1 querying the local RMS of the selected systems for free slots to execute
the application within a preview period

2 determining a common time slot (this is done in parallel for all RMS)

3 if such a time-slot exists, perform a reservation request of this slot on
behalf of the user.
otherwise
restart the query with a later start time of the preview period

4 check whether the reservation was made for the correct time slot on all
systems (because local job requests might interfere),
if yes
we are done;
otherwise
restart the query with a later start time of the preview period.

If no common time-slot within the local RMSÕs specific look-ahead times
can be identified, an error is reported to the user. The pseudo-code of the co-
allocation algorithm is depicted in Listing 1. The successful negotiation and
reservation is sent back as agreement to the UNICORE client which then pro-
cesses the job as usual. When the job starts at the negotiated common starting
time the MSS collects the IP addresses of the participating machines (this in-
formation may not be available at an earlier time as the local scheduling system
might assign the job to different nodes than planned at the time of submission)
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Figure 2. Architecture of the VIOLA MetaScheduling Environment

and communicates them to the network RMS which in turn is then able to man-
age the end-to-end connections with the requested QoS.

s e t n = number o f r e q u e s t e d r e s o u r c e s
s e t r e s o u r c e s [ 1 . . n ] = r e q u e s t e d r e s o u r c e s
s e t p r o p e r t i e s [ 1 . . n ] = r e q u e s t e d p r o p e r t y p e r r e s o u r c e # number o f nodes , bandwidth ,

# t ime , . . .
s e t f r e e S l o t s [ 1 . . n ] = n u l l # s t a r t t im e of f r e e s l o t s
s e t endOfPreviewWindow = f a l s e
s e t n e x t S t a r t u p T i m e = c u r r e n t T i m e +someMinutes # t h e s t a r t i n g p o i n t when

# l o o k i n g f o r f r e e s l o t s
w h i l e ( endOfPreviewWindow = f a l s e ) do {

f o r 1 . . n do i n p a r a l l e l {
f r e e S l o t s [ i ] = R e s o u r c e A v a i l a b l e A t ( r e s o u r c e s [ i ] , p r o p e r t i e s [ i ] , n e x t S t a r t u p T i m e )

}

f o r 1 . . n do {
s e t needNext = f a l s e
i f ( n e x t S t a r t u p T i m e != f r e e S l o t s [ i ] ) t h e n {

i f ( f r e e S l o t s [ i ] != n u l l ) t h e n {
i f ( n e x t S t a r t u p T i m e < f r e e S l o t [ i ] ) t h e n {

s e t n e x t S t a r t u p T i m e = f r e e S l o t s [ i ]
s e t needNext = t r u e

}
} e l s e {

s e t endOfPreviewWindow = t r u e
}

}
}

}

i f ( ( needNext = f a l s e ) & ( endOfPreviewWindow = f a l s e ) ) t h e n r e t u r n
f r e e S l o t s [ 1 ] e l s e r e t u r n " no common s l o t found "

Listing 1: Pseudo code of the common timeslot negotiation algorithm

2.3 Advance Network Reservation
Taking a look at the Grid as a geographically distributed set of resources com-

prising computing and storage for users and their applications, the connecting
network infrastructure becomes important. While sites are usually connected
by IP best effort technologies, the coordination of high performance resources
like meta-computing brings new requirements and challenges to the network.
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Figure 3. North- and sourthbound Interfaces of ARGON

A siteÕs Internet connectivity is usually tailored to the bandwidth demands
of the well-known interactive Internet applications like e-mail and web traffic.
It is assumed that coupling clusters to efficiently use computing and storage
resources from multiple sites requires high bandwidth (e.g. in terms of multiple
Gbit/s) and low delay (e.g. as low as possible) connections with virtually
exclusively usage characteristics. The idea of QoS in the network domain has
been apparent for many years [11], [4]. In addition, the VIOLA project provides
an in advance reservation interface which allows to connect sites on demand
with high speed, low delay connections.

These premium connectivity services can be invoked by the Meta-Scheduling
Service in order to provide on demand the required network QoS for multi-site
jobs. The following section presents a brief overview of the developed network
RMS ARGON [2](Allocation and Reservation in Grid-enabled Optic Networks)
including the advance reservation capable interface for the Grid application
layer offering connectivity services with a specified QoS on top of the optical
network between the Grid sites in the VIOLA network. Figure 3 shows the
north- and southbound interfaces of ARGON.

ARGON is designed to provide a set of network related services to the Grid
community, e.g. advance reservations can be requested by the upper layer
(e.g. MSS). This includes the instantaneous setup of network connections if
the requested resources are available for the specified span of time. At this level
ARGON tries to hide the details of the network technologies, i.e. the user or
application specifies QoS requirements for a service and describes the service
endpoints.

ARGON maps abstract premium connectivity services to specific layer 2
and layer 3 network services via MPLS as well as point-to-point connectivity
services via GMPLS. Beside the details of a single service, a set of services can
be bundled in a single request for reservation. Hence, a reservation may consist
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of several services with chronological dependencies which may themselves
consist of several connections as a basis for the service. Consequently, the whole
reservation can be regarded as a transaction: All services contained are accepted,
rejected or postponed as a whole. This also applies for malleable reservations
where the overall service of the reservation can be stretched or compressed in
the same way. The idea of malleable reservations is sketched in Figure 4. A data
amount has to be transferred and according to the present resource allocation
and reservation parameters, ARGON can choose an appropriate duration and
capacity frame to schedule the service.

In order to allow for automated resource coordination and provisioning,
the northbound interface is implemented as a WebService and accessible via
SOAP [14]. The interface currently consists of five message types for reser-
vation of resources, cancellation of reservations, query of reservation related
information, availability information and the binding of additional information
for provisioning purposes. Availability information and binding of provision-
ing information are especially important for the co-allocation of resources via
the MSS. The availability request helps to find a common time slot for cluster
and network resources.

Figure 4. Malleable Reservations

A late binding of provisioning information allows for the MetaScheduling
Service and the local scheduling systems respectively appointing the cluster
nodes used for a reservation just in time before the provisioning. At the time of
reservation only the service endpoint (e.g. provider or consumer edge router),
but not the identity of the cluster nodes needs to be known. The provisioning
information may consist of ports of the router to which the cluster nodes are
attached and/or IP addresses.

The southbound interface of ARGON to the network components uses stan-
dard network management protocols Ð if available Ð to initiate MPLS/GMPLS
based signalling to control both the MPLS and the GMPLS domain. At the
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time of writing, the primary interfaces to the network equipment use either a
Command Line Interface (CLI) Ð which is not only vendor specific but also
version dependent Ð and SNMP if possible. It is also envisioned to integrate
vendor specific management interfaces that support XML message transfer with
a higher layer of abstraction. In the context of MPLS two services are favoured
by ARGON: A layer 3 based tunnel service and VPLS. The layer 3 based tunnel
service utilizes MPLS traffic engineered point-to-point tunnels which convey
IP packets.

One of the next topics for the network RMS ARGON includes the challenge
of multi-domain reservations (east-/westbound interface). This topic includes
the interaction between multiple ARGON systems or other network RMS like
UCLP [16], G-lamda [6] and DRAC [5] which provide similar ideas to build
next generations Grid enabled optical networks.

The core of ARGON utilizes the network topology information to compute
the possible paths in the network to realize and plan the requested services in
advance. Although the network equipment in the VIOLA testbed allows for
traffic engineering, in on demand and in advance reservations must be handled
by ARGON. Protocols used for traffic engineering Ð like OSPF-TE and RSVP-
TE Ð provide means for instantaneous path computation and signalling within
the network components. Pre-planning of future capacity usage is therefore left
to the core of ARGON which supervises the resource usage in the underlying
network layers like MPLS and GMPLS.

3. Outlook
The current version of the VIOLA Grid testbed expects the user to describe

the resource demands of his application using the UNICORE client and do a
pre-selection of resources satisfying this demand. However, we are working
on several other projects to have applications providing this information. An-
notating applications with the knowledge about their requirements will allow
to make the resource pre-selection process more automatic and disburden the
user from this task.

The communication of the MSS with the other components of the system
is based on WS-Agreement. WS-Agreement version 1 does not support re-
negotiation of agreements already accepted an extended version with richer
negotiation capabilities is under preparation. Once this version becomes avail-
able we will switch to the new version. In the FP6 funded project UniGrids, a
WS-based version of UNICORE is under development. A tighter integration
of the MSS into the UNICORE system is currently under development in the
European PHOSPHORUS [12] project and will be based on UNICORE 6. The
PHOSPHORUS project is targeting on a better integration of Grid resources,
Grid middleware and the network resources. PHOSPHORUS will also estab-
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lish a bandwidth on demand service on top of the European GÉANT [7] and
the National Research Networks of the project partners.
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1. Introduction
Grid computing is intended to enable the development of both industrial

and scientific applications on an unprecedented scale in terms of computing
power and ubiquity. These applications are supposed to transparently handle
dynamicity and heterogeneity of computing platforms [11] and they often ex-
ploit some flavour of component programming model. Component technology
focuses (by its very nature) on the decoupled development of modules imple-
menting single features [1, 4, 5], that should then be arranged and connected to
realize the application. While several frameworks for developing grid-oriented
components exist or are under design [7–8], the models to reason about their
orchestration are still inadequate. Although a model for orchestration should
necessarily subsume a notion of component/module behaviour, it can be speci-
fied along a spectrum of abstraction levels: from the full implementation itself
to the fully logic/algebraic description. Currently, most of the effort is concen-
trated on the ends of the spectrum, which are far from the designer’s viewpoint.
For example, BPEL [6] is a recognized standard for orchestration of Web Ser-
vices, but it is designed for machine processing and is therefore not suitable
for supporting human “abstract reasoning” about orchestration. At the other
extreme, π-calculus is a well-recognized formal tool for reasoning about dis-
tributed programs [12], but it comes with a heavyweight formal framework
typically outside the interest and experience of system designers.

In earlier work we explored the use of Orc [10] as a means of specifying
and reasoning about grid computations. Orc was developed as a notation for
describing the orchestration of distributed systems, rather than the core com-
putations themselves. Orc’s primitive is the site which may be used to abstract
basic computations. A site call returns a single value or remains silent. Site
calls may be combined using three composition operators (plus recursion):
Sequential : A > x > B(x). For each output, x, from A execute an instance
of B taking x as parameter. If x is not used in B write A � B.
Parallel : A | B. The output is the interleaved outputs from each of A and B.
Asymmetric parallel : A where x :∈ B. Execute A and B in parallel until A
needs x. Take the first x delivered by B and terminate the remaining execution
of B while A continues.

We believe that Orc lies in the middle ground of the spectrum of orchestration
description: as described in previous work [3], Orc appears to be a suitable can-
didate to reason about certain non-functional properties (e.g. fault-tolerance)
of the grid-oriented muskel system [2]. In this paper we present a further step
along the same path. We enrich Orc with metadata to describe non-functional
properties such as deployment information. This could be used, for example,
to describe the mapping of application parts (e.g. components, modules) onto
a grid platform. The approach is consistent with the current trend of keeping
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decoupled the functional and non-functional aspects of an application. We be-
lieve that the use of metadata introduces a new dimension for reasoning about
the orchestration of a distributed system by allowing a narrowing of the focus
from the very general case. We expect this approach can be gracefully extended
in order to allow reasoning – at design time – about several static invariants of
the final implementation.

2. Orc metadata
A generic Orc program, as described in [10], is a set of Orc definitions

followed by an Orc goal expression. The goal expression is the expression to
be evaluated when executing the program. Assume S = {s1, . . . , ss} is the
set of sites used in the program, i.e. the set of all the sites called during the
evaluation of the goal expression (the set does not include the pre-defined sites,
such as if and Rtimer, as they are assumed to be available at any user defined
site), and E = {e0, . . . , ee} is the set including the goal expression (e0) and all
the “head” expressions appearing in the left hand sides of Orc definitions.

The set of metadata associated with an Orc program may be defined as
the set: M = {µ1, . . . , µn} where µi = 〈tj , mdk〉 with tj ∈ S ∪ E and
mdk = f(p1, . . . , pnk

). f is a generic “functor” (represented by an identifier)
and pi are generic “parameters” (variables, ground values, etc.). The metadata
mdk are not further defined as, in general, metadata structure depends on the
kind of metadata to be represented. In the following, examples of such metadata
are presented.

As is usual, the semantics of Orc is not affected when metadata is taken into
account. Rather, the introduction of metadata provides a means to restrict the
set of actual implementations which satisfy an Orc specification and thereby
eases the burden of reasoning about properties of the specification. For example,
restrictions can be placed on the relative physical placement of Orc sites in such
a way that conclusions can be drawn about their interaction which would not
be possible in the general case.

Suppose one wishes to reason about Orc program site “placement”, i.e. about
information concerning the relative positioning of Orc sites with respect to a
given set of physical resources potentially able to host one or more Orc sites.
Let R = {r1, . . . , rr} be the set of available physical resources. Then, given a
program with S = {siteA, siteB}we can consider adding to the program meta-
data such as M = {〈siteA, loc(r1)〉, 〈siteB, loc(r2)〉} modelling the situation
where siteA and siteB are placed on distinct processing resources. Define also
the auxiliary function location(x) : S × E → R as the function returning the
location of a site/expression and consider a metadata set ground if it contains
location tuples relative to all the sites in the program (that is, all sites have been
allocated to a processor).
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loc metadata can be used to support reasoning about the “communication
costs” of Orc programs. For example, the cost of a communication with respect
to the placement of the sites involved can be characterized by distinguishing
cases:

kComm =

{
knonloc if location(s1) �= location(s2)
kloc otherwise

where s1 and s2 are the source and destination sites of the communication,
respectively and, typically, knonloc � kloc.

Consider now a second example of metadata. Suppose “secure” and “in-
secure” site locations are to be represented. Secure locations can be reached
through trusted network segments and can therefore be communicated with
while taking no particular care; insecure locations are not trusted, and can be
reached only by passing through untrusted network segments, therefore requir-
ing some kind of explicit data encryption to guarantee security. This repre-
sentation can be achieved by simply adding to the metadata tuples such as 〈si,
trusted()〉 or 〈si, untrusted()〉. Then a costing model for communications
that takes into account that transmission of encrypted data may cost significantly
more than transmission of plain data can be devised.

kSecComm =

{
kInSecComm if 〈s1, untrusted()〉 ∈ M

∨〈s2, untrusted()〉 ∈ M

kComm otherwise

2.1 Generating metadata
So far the metadata considered have been identified explicitly by the user. In

some cases he/she may not wish, or indeed be able, to supply all of the metadata
and so it may be appropriate to allow generation of metadata from partial meta-
data supplied by the user. For example, suppose the user provides only partial
location metadata, e.g. metadata relative to the goal expression location and/or
metadata relative to the location of the components of the topmost parallel com-
mand found in the Orc program execution. Metadata information available can
be used to infer ground location metadata (i.e. location metadata for all s ∈ S)
as follows. Consider two cases: in the first (completely distributed strategy)
it is assumed that each time a new site in the Orc program is encountered, the
site is “allocated” on a location that is distinct from the locations already used.
In the second case (conservative strategy) new sites are allocated in the same
location as their parent (w.r.t. the syntactic structure of the Orc program), unless
the user/programmer specifies something different in the provided metadata.

More formally, in the first case, we can state that when an Orc definition such
as E � f | g, E � f(x) where x :∈ g, E � f � g or E � f > x > g is con-
sidered, both the metadata 〈f, loc(freshLoc(M)〉 and 〈g, loc(freshLoc(M))
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are added to M. In the second case, the same Orc definitions will lead to inser-
tion in the set M of the new metadata 〈f, location(E)〉 and 〈g, location(E)〉
(provided the user did not explicitly supply site metadata information for f
and g).

Example To illustrate the use of metadata, consider the following description
of a classical task farm (embarrassingly parallel computation):

farm(pgm, nw) � tasksource | resultsink | workers(pgm, nw)
workers(pgm, nw) � | i : 1 ≤ i ≤ nw : workeri(pgm)

worker(pgm) � tasksource > t > pgm > y > resultsink(y) � worker(pgm)

A typical goal for this program will be of the form farm(myPgm, 10). Sup-
pose the user provides the metadata:

∀i ∈ [1, nw]〈workeri, loc(PEi)〉 ∈ M

〈farm(myPgm, 10), strategy(fullyDistributed)〉 ∈ M

where strategy(fullyDistributed) means the user explicitly requires that a
“completely distributed implementation” be used. An attempt to infer metadata
about the goal expression identifies location(farm(myPgm, 10)) = ⊥ but,
as the strategy requested by the user is fullyDistributed and as farm(pgm, nw)
is defined as a parallel command, the following metadata is added to M:

〈tasksource, loc(freshLoc(M))〉
〈resultsink, loc(freshLoc(M))〉
〈workers(pgm, nw), loc(freshLoc(M))〉.

Next, expanding the workers term, gives the term
| i : 1 ≤ i ≤ nw : workeri(pgm)

but in this case metadata relative to workeri has already been supplied by the
user. At this point

M = { 〈tasksource, loc(freshLoc(M))〉, 〈resultsink, loc(freshLoc(M))〉,
〈workers(pgm, nw), loc(freshLoc(M))〉, 〈worker1, loc(PE1〉, . . .,
〈workernw, loc(PEnw〉}

and therefore is ground w.r.t. the program.
Thus, in addition to the location metadata provided by the user it was possible

to derive the fact that the locations of tasksource and resultsink are distinct and,
in addition, are different from the locations of each workeri. Suppose now that
the user has also inserted the metadata item 〈PE2, untrusted()〉 in addition to
those already mentioned. That is, one of the placement locations is untrusted.
This raises the issue of how it can be determined whether or not a communi-
cation must be performed in a secure way. This information may be inferred
from the available metadata as follows. Let functions source(C) denote a site
“sending” data and sink(C) denote a site “receiving” data in communication
C. Then C must be secured iff
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source(C) = X ∧ sink(C) = Y ∧ 〈X, loc(LX〉 ∈ M ∧ 〈Y, loc(LY 〉 ∈ M

∧ (〈LX, untrusted()〉 ∈ M ∨ 〈LY , untrusted()〉 ∈ M).

Thus, for the farm example above, the metadata 〈worker2, PE2〉 and
〈PE2, untrusted()〉 and the definition

worker2(pgm) � tasksource>t>pgm>y>resultsink�worker2(pgm)

together with the metadata 〈tasksource, loc(TS)〉, 〈resultsink, loc(RS)〉,
〈TS, trusted()〉, 〈RS, trusted()〉 lead to the conclusion that the communi-
cations represented in the Orc code by tasksource > t > pgm.compute(t)
and by pgm.compute(t) > y > resultsink within worker2 must be secured.

It is worth pointing out that the metadata considered here is typical of the
information needed when running grid applications. For example, constraints
such as the loc ones can be generated to force code (that is, sites) to be executed
on processing elements having particular features, and information such as that
modelled by untrusted metadata can be used to denote those cluster nodes that
happen to be outside a given network administrative domain and may therefore
be more easily subject to “man in the middle” attacks or to some other kind of
security related leaks.

3. Metadata exploitation
In this section we consider two alternative versions of a tool and use their Orc

specifications together with metadata to analyse their performance and security
properties. muskel [9] is a skeleton-based parallel programming environment
written in Java. muskel converts a user program to a data flow graph which is
stored in a taskpool. Program input is handled as an input token to a fresh copy
of the data flow graph placed in the taskpool. Fireable instructions (tasks) in the
taskpool are computed by a set of remote worker processors that are recruited
for the job. Each remote worker is under the supervision of a control thread
that accesses the taskpool, sends a task to its worker and places the result in the
resultpool.

The first version of muskel considered here includes a manager that is re-
sponsible for recruitment of remote workers, their allocation to control threads
and the handling of remote worker failure. This represents the original (cen-
tralized) version of muskel, but the presence of such a manager was seen as a
potential single point of failure. [3] describes how the original specification was
analysed and modified to obtain a revised (decentralized) version in which this
single point of failure was removed by making each control thread responsible
for its own remote worker recruitment. Here, using metadata, we examine the
efficiency implications of such a policy change. The Orc model of the decen-
tralized version is given in Figure 1; the Orc model of the centralized version
can be found in [3].
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systemDistribManager(pgm, tasks, contract, G, t) �
taskpool.add(tasks) | i : 1 ≤ i ≤ contract : ctrlthreadi(pgm, t, G)

ctrlthreadi(pgm, t, G) � discover(G, pgm) > rw > ctrlprocess(pgm, rw, t, G)

discover(G, pgm) � let(rw) where rw :∈ |g∈G g.can execute(pgm)

ctrlprocess(pgm, rw, t, G) � taskpool.get > tk >
( if valid � resultpool.add(r) � ctrlprocess(pgm, rw, t, G)
| if ¬valid � taskpool.add(tk)

| discover(G, pgm) > w >
ctrlprocess(pgm, w, t, G) )

where (valid, r) :∈
( remoteworker(pgm, tk) > r > let(true, r)
| Rtimer(t) � let(false, 0) )

Figure 1. Decentralized manager muskel specification in Orc.

3.1 Comparison of communication costs
In comparing the two versions of muskel, as is typical in such studies, the

focus will be on the “steady state” performance, that is, the typical activity of
a control thread when it is processing tasks. There are two possibilities: the
task is processed normally and the result placed in the resultpool or the remote
worker fails and the control thread requires a new worker. In analysing the
specifications a conservative placement strategy will be assumed; that is, the
sub-parts of an entity are assumed to be co-located with their parent unless
otherwise stated. Given the following metadata supplied by the developer:

∀rwi ∈ G.〈rwi, loc(PEi)〉 ∈ M

〈system, loc(C)〉 ∈ M

〈system(myPgm, tasks, 10, G, 50), strategy(conservative)〉 ∈ M

the rules for propagation and the strategy adopted ensure that the following
metadata are present for both versions:

〈rwi, loc(PEi)〉, 〈ctrlthreadi, loc(C)〉, 〈taskpool, loc(C)〉, 〈resultpool, loc(C)〉,
〈rworkerpool, loc(C)〉.

In addition, for the decentralized version, 〈cntrlprocess, loc(C)〉 is present.

Normal processing For the centralized version, examination of the definition
of cntrlthread shows that in the case of a normal calculation the following
sequence of actions will occur:

taskpool.get > tk > remw(pgm, tk) > r > let(true, r) � resultpool.add(r).

Using the metadata, and reasoning in the same way as in the farm example,
it can be seen that the communication of the task tk to the remote worker and
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the subsequent return of the result r to the control thread represent non-local
communications; all other communications in this sequence are local.

Similar analysis of the decentralized version reveals an identical series of
actions for normal processing and an identical pattern of communications. Nat-
urally then, similar results from the two versions for normal processing would
be expected, and indeed this is borne out by experiment - see section 4.

Fault processing Now consider the situation where a remote worker fails dur-
ing the processing of a task. In both versions the Rtimer timeout occurs, the
task being processed is returned to the taskpool and a new worker is recruited.
In the centralized version the following sequence of events occurs:

taskpool.get � Rtimer(t) � let(false, 0) � taskpool.add(tk) �
rworkerpool.get(remw)

while in the decentralized version the events are effectively:
taskpool.get � Rtimer(t) � let(false, 0) � taskpool.add(tk) �
rw.can execute(pgm) > rw > let(g)

where rw is the first site in G to respond.
Analysis of these sequences together with the metadata reveals that the com-

parison reduces to the local communication to the rworkerpool in the centralized
version versus the non-local call to the remote site rw in the decentralized ver-
sion. This comparison would suggest that, in the case of fault handling, the
centralized version would be faster than the decentralized version and, again,
this is borne out by experiment.

3.2 Comparison of security costs
Consider now the issue of security. Suppose that one of the remote workers,

say rw2, is in a non-trusted location (that is 〈PE2, untrusted()〉 ∈ M ). The
implications of this can be determined by analysing the specification together
with the metadata. In this case, as 〈rw2, loc(PE2)〉 ∈ M we can conclude that
cntrlthread2 will be affected (while it is operating with its initially allocated
remote worker) to the extent that the communications to and from its remote
worker must be secured. This prompts reworking of the specification to split the
control threads into two parallel sets: those requiring secure communications
and those operating exclusively in trusted environments. In this way the effect,
and hence cost, of securing communications can be minimised. Experimental
results in section 4 illustrate the cost of securing the communications with
differing numbers of control threads.
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4. Experimental results
We ran several experiments, on a distributed configuration of Linux ma-

chines, aimed at verifying that the results obtained from analysis of the Orc
specifications of muskel together with metadata are consistent with practice.

We first verified that centralized and decentralized manager versions of
muskel perform the same (up to a reasonable percentage difference) when
no faults occur in the resources used for remote program execution. We ran the
same muskel program with both the centralized and the decentralized muskel
implementation, using up to 4 processing elements for the remote macro data
flow interpreter instances: we obtained differences in completion time not ex-
ceeding 1.6% (1.05% average).

Figure 2. Comparison of runs involving differ-
ent percentages of untrusted locations

Then we considered remote re-
source failure. We measured the
time spent in handling a single fault
in several runs on both centralized
and decentralized muskel versions.
The distributed version takes longer
to handle a single fault, as expected
looking at the Orc models of the two
implementations: 128.4 vs. 114.4
msecs, average. Finally, we at-
tempted to verify the effectiveness
of limiting secure mechanism us-
age to communications involving
untrusted nodes, which may be identified by examination of the Orc speci-
fications with associated metadata. Figure 2 shows the completion time of a
muskel program whose remote worker sites are running on a variable mix of
trusted and untrusted locations. The greater the number of remote interpreters
exploited using secure mechanisms, the lower the performance values that are
achieved. Therefore, restricting the classification of insecure nodes by analysis
of metadata results in better efficiency on the target architecture.

5. Conclusions
We have shown how, by associating metadata with an Orc specification, we

can reason about the specification and that this reasoning carries through to the
actual grid code which implements the specification. In particular, we consid-
ered how user provided metadata can be associated with the Orc model of a real
structured grid programming environment (muskel) and showed how this could
be used to perform qualitative performance comparison between two different
versions of the programming environment, as well as to determine how the
overhead introduced by security techniques can be minimized. We compared
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these theoretical results with actual experimental results and verified that they
qualitatively match. Thus, the availability of an Orc model on which to “hang”
the metadata allows metadata to be exploited before the actual implementation
is available. We are currently working to formalize and automate the techniques
discussed here. In particular, we are aiming to implement tools to support the
metadata propagation and reasoning procedures adopted. It should be noted,
however, that the whole approach, based on Orc, as described here and in [3]
encourages the use of semi-formal reasoning to support program development
(both program design and refinement). (Thus, for example, the equivalence of
Orc specifications and the muskel implementations is not formally proven.)
We believe this approach has the potential to reduce substantially experimenta-
tion by allowing the exploration of alternatives prior to costly implementation
and without recourse to full-blown formal treatment.
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Abstract Enterprises are looking at Grid computing as a technology of enormous potential.
However, there are several issues which require immediate attention before Grid
can become an important component of the IT infrastructure. One such issue
is migration of legacy applications to the Grid environment. In such cases, it
becomes imperative to understand whether the application performance would
significantly improve on migration. In this paper an attempt is made to pro-
vide a systematic framework called the Grid Application Migration Framework
(GAMF) for handling the migration process. The framework consists of Grid
Code Analyzer (GCA), an independently deployable component which generates
a Directed Acyclic Graph (DAG). The paper also proposes a DAG reducer algo-
rithm for reducing the DAG. The framework is tested with several proprietary
and open source C as well as Java codes. In the paper, we take three sample open
source applications and demonstrate the usefulness of the framework. Finally,
a small sample is analyzed and recoded to show that validity of the proposed
mechanisms.

Keywords: Legacy Code Migration, Grid Environment, Gridizability, Application Engineer-
ing, Parallel Programming, Grid Code Analyzer, Clusters, Simulator.
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1. Introduction
Last few years have witnessed a surge of interest in the area of Grid com-

puting. The e-science community and enterprises, especially those in fields of
Life Sciences, Energy, Finance, and Retail are realizing the potential of Grid
computing and investing heavily on Grid deployment. Designing, developing
and migrating legacy enterprise applications to Grid has become critical for suc-
cessful Grid adoption. Migrating legacy applications to Grid assumes special
importance as many applications like analytical applications, back end applica-
tions and applications dealing with huge data are being seen as prime candidates
for Grid deployment for high performance and throughput. Migration typically
involves significant investments in terms of domain knowledge and specialists
judgments on application analysis and re-engineering. However, to take Grid
to the enterprises efforts need to be undertaken to analyze the performance of
the legacy code running in a Grid-based infrastructure. The approach described
in this paper attempts to fill the void through the Grid Application Migration
Framework (GAMF). The framework accepts a legacy code as input; analyzes
it and then runs the analyzed code through a simulator. The performance of the
application can be tested and re-engineering decisions can be made.

1.1 Background
The research in the area of parallel programming and Application Engi-

neering can be broadly divided into three main categories: designing parallel
applications, analyzing existing applications, and scheduling parallel applica-
tion tasks. The research in the first category has led to the development of
programming languages like parallel C/C++ and data parallel directives like
High Performance Fortran. Specifications and libraries like Message Passing
Interface (MPI)[1] and Parallel Virtual Machines(PVM)[2] are frequently used
to execute parallel programs on clusters. The programming constructs, such
as P-threads or more recently OpenMP [3], are used in writing multi-threaded
or concurrent programs in SMP systems. The second relevant category of
research concentrated on analyzing program dependencies and program ex-
ecution patterns for more efficient program writing. The efforts resulted in
the development of efficient techniques for program analysis like dependency
analysis, loop analysis, pointer analysis, and so on, in different programming
languages. The third category of research looks at efficient ways of scheduling
and clustering parallel tasks to a distributed infrastructure. There are several
clustering techniques like DSC[4], EZ[5], and scheduling techniques like ETF
[6]are widely deployed. In [7], the authors provide a comprehensive overview
of different scheduling and clustering techniques available in literature.
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1.2 Motivation & Objectives
When we look at the issue of migrating applications to the Grid system, all

the issues mentioned in the previous sub-section come to the fore. Before re-
engineering any legacy applications to the Grid infrastructure, the amount of
performance benefit one gets when one converts a legacy application to a Grid
specific application needs to be analyzed. Applications in enterprises have a lot
of complexities in terms of data, module between different components. Before
an application is migrated to a Grid environment, it can be parallelized after
taking into account the application level dependencies (see Table 1) so that the
performance can be improved by distributing the application across the Grid.
In our search for solution to the legacy code migration problem, we came across
some standalone research. However, there is a dearth of a complete solution
to address this important problem. Some of the well-known work includes
Parallax[8], PYRROS[9], P-Grade[10], CASCH[11] etc. After analyzing the
space, we found that a framework is needed to be developed which analyzes
enterprise applications and provides inputs for re-engineering, which formed
the motivation for this paper.

The objectives of the paper include (i) To propose a systematic framework
for analysis of legacy code migration on to a Grid environment, (ii) To analyze
sample applications using the proposed framework, (iii) To validate the frame-
work by implementing it on a sample code. The organization of the paper is
as follows: In Section 2, we describe an overview of the GAMF framework.
In Section 3 we describe the results of simulation and sample implementation.
Finally we conclude and provide pointers for future work in Section 4.

2. Grid Application Migration Framework
The work described in this paper consists of an end-to-end framework with

three components, namely, Grid Code Analyzer, DAG reduction algorithms, and
the Grid Simulator, which together form a framework to assess the gridizability
of an application. The Grid Code Analyzer (GCA) component analyzes and
profiles the source code and binary of a program through static and execution
analysis. The GCA component takes a legacy program written in C as input and
generates a Directed Acyclic Graph (DAG) which depicts both task and data
dependencies among the components of the program. The DAG consists of
nodes and edges where nodes indicate the processing times of different virtual
blocks (see Table 1) of the program. The edges indicate the communication
cost between the blocks. However, the DAG creates a large number of nodes
which may hamper analysis. Therefore, we have designed a DAG Reduction
algorithm which acts on the DAG to create a reduced DAG. The reduced DAG is
then passed through a clustering algorithm like EZ or DSC to create tasks which
indicate parallel tasks that can be put onto the Grid infrastructure. Finally, the
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Table 1. Important Definitions

Name Definition
Dependency Dependency is created when one portion of an application depends on another

for its execution

Loop It refers to situation in which there is a bidirectional dependency between two
nodes in a DAG

Virtual Block It is the minimum granular block that ensures that resultant graph is a DAG, i.e.
without any loops

memmap It is a data structure (implemented as an AVL tree) that maintains an updatable
record of memory allocated on heap during the execution of legacy application.

Instrument String Instrument strings are functions that represent different dependencies. They
store information required to create the dependencies.

Node Weight(ui) In this paper, we have taken it as the CPU time taken to execute it (calculated by
making C system calls). The term ui is used to refer to the weight of node ni.

Edge Weight(wij ) In this paper, we have taken it as the cost of communication between processors
executing the codes. wij is the weight of edge connecting nodes ni and nj . If
no such edge exists, it is to be taken as zero

Dag Reducer(β) It is normalizing factor with which each edge-weight is divided before the DAG
is passed to DAG reducer algorithm. Hence, it defines the amount a DAG is
reduced by the algorithm.

Grid Simulator (GS) simulates the actual Grid execution by taking the reduced
clustered task graph as input and schedules the tasks on different processors in
the Grid. The performance data is then analyzed to study the benefits of porting
the application to Grid. The framework helps specialists to make informed
decisions during the migration process.

2.1 Grid Code Analyzer(GCA)
The two components of GCA are Static Analyzer and Dynamic Analyzer

(Details in [12]). Static Analyzer consists of two main components: Parser
and Code Instrumentor. Static analyzer uses a parser to parse the code and
represent them in the Symbol Table. The Symbol Table maintains the details of
the various symbols like types, constants, functions and variables declared in the
program. The Code Instrumentor instruments the code once the dependencies
have been established and instrument strings are inserted into the source code to
be used during dynamic analysis. The Dynamic Analyzer collects the runtime
information of a program according to the instrumented strings placed in the
code. The Dynamic Analyzer uses the symbol table from the static analysis to
process the instrumented code. A DAG is constructed where nodes represent
the block execution times while edges represent data flow between these blocks.
In addition, data in the form of files, data sources, network etc. can be tracked
and modeled in the DAG.
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2.2 Sample Application Profiling
As mentioned in the previous section, GCA is a useful tool for profiling

applications for the purpose of grid-enabling them. As part of the exercise,
we have selected 25 different applications from different domains with varying
sizes. We have selected two open source applications[13] and one proprietary
application among them for illustrative purpose throughout the paper. The
applications are described in Table 2.

Table 2. Description of Algorithms

App Name Description App Feature

App 1 Path Finding Algorithm Memory and CPU intensive

App 2 Password Quality Identifier Highly compute intensive

App 3 Reflection of spheres in space Compute intensive

(a) App 1 (b) App 2 (c) App 3

Figure 1. DAG Profiles for three sample applications

Let us illustrate the output of the GCA tool. Figure 1 shows the output of the
GCA tool run over App 1 to App 3. The applications mentioned in Table 2 are
then profiled using the GCA tool. The node weights are then plotted as shown
in figures 1(a) to 1(c). The profiles of the applications show that the node
weights follow multi-modal distribution. The application profiles show that
there are a large number of nodes having low weights and a relatively smaller
number of nodes having larger node weights. For example in figure 4a, there
are an insignificant number of nodes with weight more than 400 and hence the
curve dies down there after. This is intuitive as applications are loaded with
statements or functions which take very little CPU time, like the initialization or
assignment statements. Figures 1(b) and 1(c) also show similar trend as nodes
with larger node weights tend to zero after some node weight. The above results
imply that the computationally smaller functions may not have significant effect
on the final performance of the application. A small application may have
1000-2000 nodes which require significant time to analyze. As most of these
nodes have little or no effect on the ultimate performance, there is a need to
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design DAG Reduction algorithm. This motivates us to design a DAG reduction
algorithm based on combining the smaller functions with the larger ones without
performance degradation.

2.3 DAG Reduction Algorithm
The next step of the GAMF is the DAG reduction algorithm. The DAG

reduction algorithm creates a reduced DAG by combining nodes so that the
weight of the combined node is greater than that of a threshold value T. The
threshold value is computed by dividing the maximum edge weight of the DAG
by the DAG Reducer (β) (see Table 1).

Merging Function
Step 1: Sort the node weights (ui) in ascending order.
Step 2: Select the node with lowest weight. Call the Loop Checking Function (Node, Parent) to check
if a loop is created when the node is combined with its predecessor. In case of multiple predecessors,
one of them is picked randomly.
(a) In case a loop is detected: The combination is rejected
(b) In case of no loop: The node is combined with the parent and a single combined node is created
Step 3: The new weight of the combined node is calculated by adding the node’s weight with the
parent’s
Step 4: The node list is re-sorted
Step 5: Carry Step 2-4, until all the nodes having weights less than T are traversed
Loop Checking Function (Node, Parent)
Check whether there is any incoming edge to Node from any node N, such that predecessor of N is
Parent node.

Figure 2. DAG Reduction Algorithm

The principle behind the DAG reduction algorithm is quite intuitive. It re-
duces the DAG by removing the smaller nodes from the DAG which have less
significant effect on the overall performance of the application. The reduction
is carried out and the DAG Reducer (β) is varied by increasing the Granularity
(g)[14] and Coarse Granularity (c) parameters so that a trade-off between per-
formance and scalability (running time) of the algorithm can be achieved. Since
all the blocks on DAG nodes whose weights are less than T have relatively low
execution time, the algorithm merges them with each of the incident nodes. The
intuition behind such an action is that the block is small and can be relocated
in the incident blocks or the calling block. By doing so, we want to make sure
that Coarse Granularity of resultant graph is greater than one. It can be proved
that if coarse granularity is greater than one, granularity will also exceed one.
A. Gerasoulis and T. Yang have proved that for any coarse grain graph (c > 1),
there is a optimal clustering followed by scheduling that makes the parallel time
of execution on a fully connected grid at most two times the optimal parallel
time [14]. Hence, by making sure that coarse granularity is greater than one, we
make sure that we can get suboptimal solution for parallelizing the application
on to a fully connected grid.
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2.4 Clustering & Grid Simulator(GS)
Clustering is the step that succeeds Reduction during application analysis.

The reduced DAG obtained by application of Reduction algorithm is handed
to the clustering algorithm for creating clusters. Clusters provide indication
of the possible parallel codes by grouping the nodes of the DAG. We used
Edge-Zeroing (EZ) for our purpose [5]. EZ algorithm successively performs
edge-zeroings of edges in the decreasing order of their weights making sure that
at every step parallel time to execute the resultant DAG obtained after zeroing
is less than the parallel time taken before doing zeroing. Since edge weights are
quantified by communication cost, zeroing an edge can be considered equivalent
to allocating two nodes of the edge on the same processor for more optimal
performance. Parallel time is calculated by calculating the same assuming that
there are as many processors as the number of clusters formed in the DAG.
The latter is the same as calculation of critical path of the DAG with clusters.
Finally a clustered DAG is resulted to be used for further analysis. The third
component of the GAMF is the Grid Simulator (GS). GS takes the clustered
graph as input and simulates its performance on a grid consisting of processors
which are fully connected. Grid Infrastructure is modeled by processors, links,
and data elements. Processors are defined having a specific processing power,
while links have been modeled having a specific link capacity. The processing
powers, link capacities of processors and links are given as input to simulator
along with the DAG(s). Different scheduling algorithms like Round Robin,
Priority based, Match Making have also been implemented to schedule jobs
among processors. However, noting the specific requirements in our case, we
decided to build the simulator using JavaSim [15].

3. Results
The three sample applications were analyzed using the GAMF framework.

Two parameters have been used for evaluation purposes: (i)Performance Gain
(PG) indicates the performance gain achieved by means of parallelization and
it is calculated as the ratio of the running time of the sequential application to
the parallelized one. (ii)Reduction Ratio(RR) defines the amount of reduction
that can be achieved using the β parameter and is calculated as the ratio of the
number of DAG nodes before to number of nodes after the reduction process.
There is a big difference between parameters β and RR. While β is an input
parameter, RR is the actual reduction that can be achieved.

3.1 Simulation Results - Performance Gain
The Performance Gain(PG) for the 3 sample applications are varied with

the β value. For App 1, which is very memory and compute intensive,the
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Performance Gain is very significant, the max value reaches around 40. A β
value of 0.7 provides a good trade-off. The result is shown in figure 3(a).

(a) App 1 (b) App 2

Figure 3. PG Variation for (a) App 1 and (b) App 2

Now, we come to App 2’s Performance Gain. This is a compute intensive
program with the maximum gain attained around 2.5 due to lots of dependencies
in the program. A β value of 0.7 is a good trade-off. Please note the difference
in the values of between App 1 and App 2. As App 1 is a memory intensive
program, several high cost edges exist which get reduced in case of low β
resulting in significant loss of information. Therefore, for high edge graphs or
memory intensive programs, it is advisable to keep β close to 1. Now, we look
at App 3. This is a compute intensive program with good parallelization scope
as is evident from a high gain of 11. A β value of 0.5 provides a good trade-off.

Figure 4. PG Variation for App 3 Figure 5. Variation of RR with β

3.2 Simulation Results - Reduction Ratio
Figure 5 shows the variation of the Reduction Ratio of the three sample

applications with β. The trends are more or less similar here. For low values
of β the Reduction Ratio does not change significantly. The change is really
significant as the β value reaches close to 1. If we look at the figure(s) 3,
we will find that it is in the low values of β where the maximum increase in
Performance Gain takes place. The figure 3, therefore, is significant. It shows
that with slight decrease in the β value, a significant reduction is achieved to
the extent of nearly 50-70%. After the initial reduction, decreasing β further
causes only slight reduction. However, while the initial sets of reduction lend
itself slightly to the Performance Gain, the latter reduction (though small in
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comparison) has more significant effect. The reason is that the reduction of β
at higher values reduces the high cost nodes resulting in more tangible effect on
the ultimate performance. Therefore, figures 3, 4 and 5 motivate us in designing
a β at 0.7 which causes a significant reduction, since the running time of EZ
clustering algorithm is of the order of O(v(e+v)) where e indicates the number
of edges and v indicates the number of nodes.

3.3 Sample Implementation

Figure 6. The formation of Different Clusters

The next phase is to validate the results of the analysis through actual imple-
mentation. Implementation based on the technique mentioned in the paper has
been carried on for several proprietary codes and the results are within 10-15%
of that provided by the simulator. The output is then passed through the DAG
Reducer and the clustering algorithms. The resultant output is as shown in
figure 6. The algorithm creates four clusters. Running the output through the
simulator with equal performing node shows that a four node grid will achieve
a Performance Gain of 3.26. The program was re-written using simple MPI
libraries and the actual performance came to about 3.19 which is reasonably
close to the simulation result.

4. Conclusions
Migration of legacy applications to the Grid environment is an important and

challenging problem. It is challenging as holistic solutions are not available in
this domain. This paper is an effort to fill the void. In this paper, we have
proposed a Grid Application Migration Framework (GAMF) which consists
of three independently deployable components: Grid Code Analyzer (GCA),
DAG Reducer/Cluster Generator (DAGRCG) and Grid Simulator (GS). As part
of DAGRCG, we have proposed a DAG Reduction algorithm which can reduce



224

DAGs by 50-70% with very little performance degradation. Reduction and
Cluster Generation are two separate independent tasks themselves, we embed-
ded them in one single component for the convenience of using it directly after
GCA and prior to GS. The framework can predict the performance of applica-
tions with very high accuracy and is very useful for analysis of Grid application
migration.The framework discussed in this paper is part of an ongoing project
on Application Engineering. In addition, other efforts which will be taken up in
near future are:(i)Inclusion of more legacy applications like COBOL, PL1 into
the fold of GAMF. (ii)Data parallelization through data splitting for speeding
up applications. (iii)Development of a ROI model to identify the economic
viability of the migration process.
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Abstract This paper deals with one of the fundamental properties of grid computing –
transferring code between grid nodes and executing it remotely on heteroge-
neous hosts. Contemporary middleware relies for this purpose on Web Services,
which makes application programs complicated and low-level and requires much
additional expertise from programmers. We compare two mechanisms for grid
application programming with regard to their handling of code transfer – the
de-facto standard WS-GRAM in Globus and the higher-level approach based on
HOCs (Higher-Order Components). We study the advantages and problems of
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1. Introduction
Grids aim to provide a transparent access to large-scale computing, network-

ing, and storage resources. A fundamental property of grid applications is the
transfer of not only data but also executable code between the nodes of the grid.
Contemporary middleware, for example the Globus Toolkit, relies on Web Ser-
vices for this purpose, such that a typical grid application usually consists of
two parts: a) an operational part that handles computations in a parallel and
distributed manner, and b) a declarative part which includes resource specifi-
cations, interface definitions, deployment descriptors etc., in an XML-based
format; it describes, e. g. , how to encode a program for transmission and how
to invoke code on a remote host. Therefore, grid application programming
remains a quite low-level, complicated task that requires from the programmer
much additional expertise beyond his particular application area.

In this paper, we study and compare two approaches to grid application
programming with regard to how they manage the aspect of code transfer:

The first approach is the Globus Resource Allocation Manager (WS-
GRAM [2]) which is currently the most often used solution. In WS-
GRAM, code is packaged as a job which is a Web service parameter
of a special type. Each job carries an executable program, packaged
together with a description of the parameters this program expects and the
program’s requirements concerning the processors and libraries available
on the execution platform. WS-GRAM extends the Web service standards
(WSDL and SOAP [15]) by a descriptive XML-based language RSL [2]
for job definitions, since usually the types used for the parameters of Web
services are plain data types rather than executable programs. Contrary
to the static interface of a Web service, users upload RSL definitions to
the service at runtime.
The second approach seeks to raise the level of programming abstrac-
tion by relying on Higher-Order Components (HOCs [6]). HOCs are
application-level components: they provide implementations of typical,
recurrently used coordination patterns in parallel applications. HOC
users implement only application-specific operations and pass them to
the HOCs as code parameters. The Service Architecture for HOCs
(HOC-SA [3]) is currently a Globus incubator project [4]. Using HOCs,
the work of application programmers and the amount of code transferred
in the grid is fairly reduced, because much work is done by HOC-SA.

In the remainder of the paper, we compare the process of grid application
programming using these two approaches: WS-GRAM and HOC-SA. After
describing the general properties of the both approaches in Section 2, we con-
sider in Section 3 a particular application example - detection of similarities
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in genome sequences - and present how this application is implemented using
each of the two approaches. In Section 4, we describe the results of extensive
experiments with the genome sequence application which demonstrate the per-
formance and the development costs of the application when using WS-GRAM
and HOC-SA. We discuss related work and conclude in Section 5.

2. Grid Programming with WS-GRAM and the HOC-SA
From the user’s viewpoint, a possibility to request the processing of appli-

cation tasks over the Internet instead of only downloading application data is
probably the feature which makes the grid most distinct from the Web.

2.1 Code transfer and Web services
The technology enabling the remote processing of application tasks is cur-

rently Web services in most grid middleware systems. Web services were
created with the aim of increasing the interoperability among heterogeneous
platforms by handling the exchange of data over the network using portable
formats. The parameters accepted by a Web service must be encoded in an
XML document. For any Web service this document must adhere to an XML
Schema which the service developer writes into the WSDL description of the
service interface [15]. However, Web services were not designed to exchange
executable code. There is no representation for executable code in the XML
Schema format. Therefore, Web service developers must declare code as plain
data skipping the context information about the code, i. e. , the information
about how to invoke the code from within another program is potentially not
available to the execution host, as explained in the following.

Generally, there are two different types of code a client can upload to a
server in a distributed system: a self-contained program or a part of a program.
Both types must be invoked in a different manner. In the case that clients
upload a self-contained program, the context information required to invoke
this program consists of the data format and sequence of the program input.
Moreover the libraries, command line arguments, environment variables and
also parameters like, e. g. , the number of MPI processes used in the program
must be communicated to the executing server. A Java class containing its own
main method also falls under the category of self-contained programs: it is a
portable binary that requires the same context information for remote execution
as a native binary program.

In the second case, if the code uploaded by a client is only a part of a
program, it must be a well-defined entity in the full program, e. g. , a class or
block which contains one or multiple procedure definitions. To insert this entity
remotely into the proper context, the executing server requires information
about the code format (source or binary) and programming language, which
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is not necessarily the case for self-contained programs, as these are either in a
binary format or scripts that can be interpreted by the remote shell. To execute
non-self-contained code remotely, the interface for accessing this code within
the server-side context, i. e. , the signatures of the procedures inside, must be
declared in a file available to the execution host which must assign proper
variable types to input and output. Both, command line options and interfaces
have no standard representation in XML Schema making it difficult to define
Web service interfaces for transferring any code, full or partial programs.

Thus, the code transfer problem that we address in this paper originates
from the fact that the context information of a local code, i. e. , the required
information on how to execute it, is potentially lost when the code is transferred
as a Web service parameter from one context (e. g. , a client program) to another.

2.2 Web-enabled Code Transfer with WS-GRAM
Fig. 1 shows how the WS-GRAM service of Globus avoids the potential

loss of information discussed above, when full programs are transferred: The
client code (left in the figure) contains a call to WS-GRAM where application
code is submitted as a job to the execution hosts. The shaded hexagons in the
WS-GRAM job represent processes connected by arrows representing message
exchange.

Client
Web 

service

WS-  GRAM
Job

submit

HPC Hardware
RSL Declarations

Application
Code

Library

Code

use provide

execute

Figure 1. Code Transfer via Job submission in WS-GRAM

Besides the application code, the client sends one RSL declaration per job.
The programmer must write these declarations to provide the information about
how to invoke the transferred code to the execution hosts. RSL files are uploaded
by WS-GRAM users at runtime together with the code described therein. RSL
belongs to the declarative part of a WS-GRAM application and extends the
static configuration which any Web service-based software requires (WSDD &
WSDL [15]). While the introduction of RSL to the Web service configuration
enables the use of different kinds of executable code as Web service parameters,
WS-GRAM requires users to be familiar both with the service configuration and
with RSL. In Fig. 1, there is one RSL declaration document per application unit
(transferred in a single submission, typically a class).
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2.3 Web-enabled Code Transfer with HOC-SA
Higher-Order Components (HOCs) handle the platform-specific work au-

tomatically (data format conversions etc.) and require only the application-
specific pieces of code being sent to them. This principle is depicted in Fig. 2:
The client runs an application that uses a HOC which executes on the remote
High-Performance Computers (HPC) with code parameters provided by the
client. The HOC - Service Architecture (HOC-SA) provides a solution for
code transfer in which only a part of a program is sent over the network. While
the generic components (HOCs) are pre-installed, the application-specific code
parameters are transferred on demand (i. e. , at runtime as explained in the fol-
lowing). HOC-SA adds to WS-GRAM two elements, the Code Service and the
Remote Code Loader. However, HOC-SA makes the situation simpler for the
user as compared to WS-GRAM, since the upload of code (step � in Fig. 2) is
decoupled from using the code (step �), as explained in the next paragraph.
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service
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       Loader
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Figure 2. Code Transfer to a component (HOC) via the HOC-SA

In the upload step �, the application code is intermediately stored in the
Code Service, a Web service connected to a database (via OGSA-DAI [11]).
Identifiers specified by the user ( A and B in the figure) are linked to the
uploaded code, making it a code parameter. Users can pass a code parameter to
a HOC by referring to its identifier. Both HOCs and their code parameters can
be reused in many different applications. The code parameter transfer (lower
part of the client-side code) is not necessarily contained in the client application,
but becomes rather an administrative action: HOC-SA includes a Web-based
portal allowing programmers to browse the Code Service and check if a code
parameter with the required functionality is available: if not, then a new code
parameter can be stored using our portal (or hand-written code). Thus, in the
HOC-SA, code transfer is separated from the application code, such that both
Code Service and Remote Code Loader are not visible to the programmer.

In the HOC(A,B)-call in step �, no code is transferred. It is an ordi-
nary Web service request that is served by a HOC. HOCs execute recurring
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communication patterns (the pattern in Fig. 2 is called wavefront [3]; see Sec-
tion 3 for an example). For transparently inserting code parameters into appro-
priate positions in the pattern implementation, the HOC-SA performs two steps
invisible to the application programmer: in the download step �, the code that
the identifiers refer to is transferred to the HPC hardware (which is more than
one host, in case of a distributed HOC implementation). The conversion step �
is performed by the Remote Code Loader which is locally placed on the execu-
tion host(s) and makes the downloaded code parameters executable there. This
conversion is done by cast operations which assign the code parameters their
proper types. The type of HOC being used also determines the type of the code
parameters (e. g. a certain class definition), such that RSL for describing HOC
code parameters is unnecessary. In Fig. 2, the application code is much smaller
than in Fig. 1 since it represents only a piece of a program (HOC parameters)

3. Application case study for the HOC-SA and
WS-GRAM

Both WS-GRAM and HOC-SA delegate the handling of grid-specific re-
quirements like file transfer and (to a certain extend) fault-tolerance and secu-
rity to the Globus middleware [5]. However, WS-GRAM and HOC-SA provide
different means for code transfer on top of Globus, which have advantages in
different scenarios. In the following case study, we demonstrate best practices
for code transfer, using HOCs for simplifying the use of the middleware and
using WS-GRAM for giving programmer more control over the middleware
and potentially better performance.

As a case study, we present an application that detects similarities in genome
sequences. Although there are already many implementations for genome se-
quence alignment, our component-based solution features exchangeable pro-
cessing modes, such that the same distributed procedure is employed to detect
different kinds of similarities. The implementation is based on the Alignment
HOC (a GRAM-based variant without code parameters is shown in Section 4).
It fills a scoring matrix that rates differences between character sequence pairs:
each matrix element holds the result of a user-defined scoring function applied
to the two input subsequences, delimited by the element’s indices. Besides
the scoring function, the Alignment HOC has two more code parameters: the
alignment function and the traceback function. The alignment function is used
to iterate over the sequences and compute the scores, i. e. , the users are in con-
trol over the computation order allowing them, e. g. , to run a parallel schema.
Eventually, the traceback operation is applied to the scoring matrix to produce
the result (e. g. , this is often a path through the matrix). While the code pa-
rameters allow users to run any kind of sequence rating with the Alignment
HOC, a standard Smith & Waterman alignment [13] can be computed without
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writing any code parameter, since the Alignment HOC provides a default scor-
ing, alignment and traceback function for this purpose.

user-defined Code

DNA Sequences

HPC Hardware (RMI Communication) 

si↪j := max(si↪j 1 + penalty↪

si 1↪j 1 + (i↪ j)↪
si 1↪j + penalty)

{ 1
+1

(i↪ j) :=
otherwise
if 1(i) = 2(j)

Scoring Function

Alignment Function Traceback Function

inside the
   Matrices

one Submatrix
per Server

HOC Code Parameters

Figure 3. Computation Schema of the Alignment HOC for DNA Similarity Detection

As shown in Fig. 3, the Alignment HOC is a distributed component which
uses RMI for dispatching parts of its input to multiple RMI servers (they are to
be launched by the user in advance). For our example application, we specified
a scoring and a traceback function that search for circular permutations [14].
While the default alignment function of the Alignment HOC allows for any
kind of data dependences (even among non-neighboring input elements) and
works sequentially, we implemented an alignment function that executes the
parallel processing schema known as the wavefront pattern [3]. It partitions the
matrix into submatrices which are positioned along the matrix antidiagonals
and form a wavefront. The submatrices are processed by the servers which
need no synchronization, since the wavefront pattern guarantees that there are
data dependences only inside the submatrices but not amongst them. While the
computations proceed through the matrix, there is a varying number of parallel
processes active, as shown in the processing schema in Fig. 2. The alignment
function is an example for code reuse (and, thus, reduced code transfer costs) in
the HOC-SA: it can be used as a code parameter in different applications (with
potentially different HOCs), even in applications of the wavefront pattern that
neither process genome data nor use RMI servers.

For implementing the sequential processing inside the code parameters, we
used the JAligner library [10]. As shown in Section 2.3, the HOC-SA provides
to each HOC a specific library code in a server-sided repository. The Alignment
HOC, e. g. , has access to JAligner, allowing us to use it without transferring it
to the servers ourselves.

The decision to choose one particular code transfer technology depends on
the relation between application-independent parts that can be handled by a
HOC and the size of the code parameters. An advantage of using HOC-SA,
is that it has a relatively small footprint, i. e. , can outsource tasks to remote
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machines which do not run Globus containers of their own. If the target en-
vironment has the Globus container installed on every node per default, it is
always worth to consider using both WS-GRAM and HOC-SA. In the next
section, we compare the two technologies regarding their performance.

4. Performance Comparison: HOC-SA vs. WS-GRAM
In this section, we compare the performance of the HOC-SA implementation

as a Globus Incubator project [4] with WS-GRAM [2] from the Globus Toolkit.
We use two implementations of the genome similarity detection application

described in Sec. 3: one on top of HOC-SA and one on top of WS-GRAM. The
amount of operational code including the Alignment HOC is approximately
18K lines of code for both versions. The application-specific code, i. e. , the
part the user writes in the HOC-SA version is only 400 lines of code long. Since
the Alignment HOC is an application-independent component, it is typically
pre-installed in a server-side repository in the HOC-SA. Therefore, HOC-SA
reduces the network traffic at startup of our application by factor 45.

All our tests were generated and submitted by means of the DiPerF tool in
ServMark [1], a specialized tool for grid performance evaluation. HOC-SA
was installed on grid nodes at the University of Chicago, with the following
characteristics: Dual-Intel Xeon(TM) 3.0 GHz with Hyper-threading, 2.0 Gb
of Memory and 100Mb/s network connectivity. Clients were deployed on the
PlanetLab nodes [12], which are Linux PCs connected to the PlanetLab overlay
network with worldwide distribution. Most nodes are connected via 100 Mb/s
network links (some still have 10Mb/s links) over a wide-area network (WAN),
have processor speeds exceeding 1.0 GHz IA32 Pentium III processors, and at
least 512 MB RAM.

Our metrics used for quantifying the performance of the two implementations
are as follows: (1) execution time (response) is the average time elapsed from
job submission to finish; (2) throughput quantifies the number of computations
that terminated and returned a result (i. e. , completed requests) of the service
per second, and (3) load represents the number of clients that use the service
concurrently at a certain moment in time.

Figure 4 captures the performance WS-GRAM and HOC-SA in terms of
response time. In some of experiments, the performance of WS-GRAM was
up to two times higher than the performance of HOC-SA. We explain this
by the highly optimized processing of repeated requests in WS-GRAM (e. g. ,
via caching). On average, WS-GRAM showed lower variations for response
time; the spikes can be explained by the temporal incapacity of the service to
serve all requests, caused by the communication with the OGSA-DAI and the
RMI servers. The performance of HOC-SA improves when the Code service
and the RMI servers are placed in the same LAN and depends on the LAN
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Figure 4. GRAM and HOC-SA response time in seconds on the dual Xenon processor with
40 (left) and 20 (right) clients running in PlanetLab for 1800 (left) or 3600 seconds (right)

capabilities [8]. Thus, the use of the HOC-SA Code service and Remote Code
Loader for code transfer comes at a certain cost when the resources are widely
dispersed.

However, we also measured that WS-GRAM, while delivering better re-
sponse times, caused a processor load that was on average 20% higher than in
the HOC-SA scenario. Thus, HOC-SA can provide a higher availability (in
terms of responsiveness), when the number of concurrent clients rises.
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Figure 5. GRAM and HOC-SA throughput on the dual Xenon processor with at most 40 (left)
and 20 (right) clients running on PlanetLab. Tunable parameters: starts a new client every 30
(left) and 180 (right) seconds, each client runs for 1800 (left) and 3600 (right) seconds

Figure 5 shows that the performance of WS-GRAM in terms of throughput is
up to three times higher as in HOC-SA. This is explained by the use of gridFTP
instead of SOAP for transferring the sequence files in the WS-GRAM version.
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5. Conclusions and Related Work
This paper has compared two approaches to grid application programming

– WS-GRAM and HOC-SA – with regard to how they handle code transfer
over the network and its execution on the grid nodes. For our experiments we
used a real-world application, which is successfully used in bioinformatics: this
program recently scanned the genome database ProDom [14] and found pattern
matches that were not known previously [8].

An important advantage of HOC-SA is that it frees the user from writing any
declarative code. The traditional declaration of communicated data and code
in grid applications becomes unnecessary due to pre-built components and a
special portal. HOC-SA also allows users to perform code transfer by accessing
the Code Service directly from within the application code. Other grid portal
projects, e. g. , Ganga [7] and gridPort [9], also support the transfer of code. But
these projects cannot be used for building new applications: their purpose is the
placement of existing applications onto grid nodes. Ganga and gridPort also do
not allow to submit to the grid application code that has data dependencies.

In our experiments, HOC-SA demonstrated an advantage of simplified ap-
plication programming and reduced network traffic. If an application performs
computations that are so time-consuming that they justify the costs for handling
every part of them with hand-tuned code, then WS-GRAM is probably the best
choice for implementing it. Since the time costs of most grid applications de-
pend on the amounts of data being processed, a HOC that provides a distributed
processing schema can help speeding up these applications by increasing the
number of execution nodes. Thus, HOC-SA proves to be a viable extension to
WS-GRAM in today’s grids. Grid applications can also benefit from both tech-
nologies, HOC-SA and WS-GRAM, simultaneously: WS-GRAM can transfer
a HOC together with its code parameters or any other self-contained part of a
HOC-SA application.

References
[1] C. Dumitrescu, A. Iosup, I. Raicu, M. Ripeanu. ServMark: A Distributed Grid Testing

Framework, 2006. http://dev.globus.org/wiki/Incubator/ServMark.

[2] K. Czajkowski, I. Foster, C. Kesselman et al.. A Resource Management Architecture for
Metacomputing Systems . In IPPS/PDP’98 Workshop, pages 62–82, 1998.
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Abstract Workflow scheduling and execution belong to the most difficult problems in the
Grid computing research area. Instead of using a full-ahead planning to schedule
workflows, which requires precise predictions of task execution time, file transfer
time and Grid site status during the workflow execution, we propose a light-
weight workflow engine for the ASKALON Grid environment, which uses just
in-time scheduling based on automatically generated performance predictions
and task prioritization. An extensive survey of the related work is discussed. The
architecture of the proposed workflow engine and some preliminary results are
presented.
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1. Introduction
Grid computing has become a major paradigm for parallel processing. Work-

flow scheduling and execution in a computational environment is a difficult op-
timization problem, which is NP-complete [6] in most of its variants. To make
a schedule effective and feasible is particularly challenging in case of Grid en-
vironments, which are usually large, highly dynamic and unreliable distributed
environments. The ASKALON Grid environment [4], which is the main Grid
application development and computing environment for the Austrian Grid in-
frastructure [1], uses full-ahead planning to schedule workflows in the Grid. It
applies rescheduling to make the workflow processing more dynamic, and uses
advance reservation to improve the predictability and feasibility of the schedul-
ing [15]. The full-ahead scheduling is proved to be a reasonable approach,
which shows an advantage over just in-time scheduling techniques, especially
for a certain class of highly unbalanced workflows [14]. However, in order
to benefit from a full-ahead scheduling approach, reliable predictions for task
execution time, data transfer time, and grid resource status during the whole
workflow execution are required. The experience we gained with executing
workflows in Austrian Grid [1] using ASKALON shows that these assump-
tions may not always be fulfilled, due to short execution times, highly unpre-
dictable overheads, and task failures. Based on these observations, the profit
coming from sophisticated and time consuming scheduling techniques seems
to be rather debatable, and a simpler but more dynamic workflow scheduling
and execution approach is required.

In this paper, we propose a light-weight workflow engine, tightly coupled
with a just in-time scheduler, which applies automatically generated perfor-
mance feedback and one-step-ahead workflow analysis to optimize workflow
executions in Grid environments.

2. Past Experience
In ASKALON, the scientific workflows are specified in the Abstract Grid

Workflow Language (AGWL) [5]. AGWL allows for a concise and expressive
representation of workflows, based on a set of control flow constructs includ-
ing basic constructs (sequence, parallel, dag), sequential and parallel loops
(while, dowhile, for, forEach, parallelFor, parallelForEach), as well
as conditional branches (if, switch). At the atomic level, AGWL workflows
consist of explicitly defined tasks and data transfers. Data transfers are defined
by means of data ports assigned to tasks and workflow constructs. Tasks in
workflows can be of different types, referred to as activity types. The activity
types are mapped to concrete activity implementations during workflow execu-
tion. Currently, we have one activity implementation associated with a given
activity type on a specific Grid site, which means that activities of an activity
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type in most cases have the same execution time on a resource. The tasks are
executed on Grid sites, using Globus Toolkit and local resource managers like
OpenPBS. In the rest of the paper, the execution time of a task will describe
only the effective execution time of a task on a Grid site, and the environmental
overhead will describe the time needed by Globus Toolkit and the local resource
manager to start up the job. Due to the lack of enough experimental data, the
data transfer time and the related overhead have not been analyzed by us.

Since October 2006, we have executed 901 workflows of 15 different ap-
plications on the Austrian Grid using ASKALON. The workflows consisted of
46773 task executions, 752 of which failed. We based our study on the 34993
successfully finished tasks for which we had a full execution record stored in
the database.
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Figure 1. Execution and overhead time distribution

The histograms in Fig. 1 show the distribution of the execution time and
the overhead time among the executed tasks. The dashed vertical lines repre-
sent the 25th, the 50th, the 75th, and the 95th percentile, respectively. As we
can see, nearly all the execution times are concentrated around certain values
which represent typical execution times for different activity types on different
resources. The overhead time has a two-modal distribution, clearly because of
two predominant configurations of the Globus Toolkit on different sites.

Fig. 2 shows the ratio between the overhead time and the execution time
for different tasks. The overhead was equal in average to around 15% of the
effective execution time, however very often it was equal or even higher than the
effective execution time. The peaks around the arguments of 40%, 60%, and
100% represent the sets of tasks with very short execution time and relatively
high overhead.

The presented results show that most of the tasks executed in ASKALON
were rather short (shorter than 4 minutes, in most cases shorter than 1 minute).
The environmental overhead time, which was usually between 1 and 5 seconds
or between 10 and 20 seconds, in 50% of the cases was greater than 15% of
the effective execution time. When running workflows consisting of such short
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Figure 2. Overhead/execution time ratio

tasks, for which the overhead time may be relatively long in comparison with
the execution time, we may expect considerable high fluctuations of the task
execution which cannot be fully predicted in advance. As we showed in [14],
by applying a sophisticated full-ahead scheduling approach to fully balanced
workflows, we can achieve the execution time 20% shorter than in case of
a simple “myopic” just in-time scheduling. In ASKALON, this theoretical
value could be attainable for workflows consisting of relatively long tasks,
which are characterized by highly predictable execution time and relatively
short overheads. Since most of the tasks had rather short execution time, which
makes the less predictable overheads more significant, and since some other
factors like external load, file transfer overhead and task failure may also affect
long-range predictions, the benefits coming from a full-ahead scheduling could
become debatable. A light-weight just in-time scheduling strategy, which is
better than a simple “myopic” algorithm, could be a valuable supplement to the
full-ahead scheduling currently used in ASKALON.

3. Related Work
The problem of dynamic workflow scheduling has already been tackled many

times in different ways. Some authors proposed full-graph scheduling applied
in a dynamic way, by applying rescheduling. The approach proposed in [3] in-
troduces workflow partitioning, which consists in dividing a workflow into a
sequence of subworkflows. By introducing implicit barriers between arbitrar-
ily created subworkflows, the approach may in some cases provide inefficient
results. In ASKALON [4], an advanced model of scientific workflows is pro-
posed, which includes loops, parallel loops, and conditional branches. The
workflows are scheduled using HEFT, and a rescheduling is triggered when
some assumptions considering the workflow structure fail. This execution
model is extended in [17], where HEFT is applied dynamically during a work-
flow execution whenever the state of the Grid changes (the modified algorithm
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is called AHEFT). However, this approach is only adapted for simple DAGs.
One of the algorithms proposed in [8] is also a dynamically applied full-graph
scheduling algorithm, used for simple parameter sweep applications. The dis-
advantage of full-graph scheduling approaches is that they have a computational
complexity of at least Θ(n · r) (where n and r are the number of tasks and re-
sources, respectively), which may introduce a significant scheduling overhead
if applied many times during a single workflow execution.

A hybrid static-dynamic scheduling approach is proposed in [12]. Work-
flows (master-slave applications) are scheduled either in a static way at the
beginning of execution, or in a dynamic way, during the execution. The static
and the dynamic scheduling are referred to as placement and replacement, and
are implemented using the algorithms called time-balancing and Guided Self-
Scheduling (GSS), respectively. The resources are classified according to their
load variance. Most of the jobs assigned to the resources with a low variance
are scheduled using the static placement, while the resources with a high vari-
ance are assigned mostly by the dynamic replacement. The predictions for the
execution time, the data transfer time and the resource availability are done by
the Network Weather Service [16].

Many dynamic workflow scheduling approaches are based on task prioriti-
zation. The second algorithm proposed in [8] gives higher priority to the tasks
whose children’s ancestors have already been finished. This approach has been
designed and examined for parameter sweep applications, and its usefulness
for a broader class of workflows has not been proved. The work presented in
[9] shows a survey of several dynamic list scheduling algorithms, and intro-
duces a novel algorithm called Fast Critical Path (FCP). The tasks in the queue
are sorted according to their positions on the critical path (the further from the
end of the workflow, the higher priority the task has). The priority queue has a
fixed size, and an additional unsorted queue is used to store the tasks which do
not fit in the priority queue. The approach was proposed for homogeneous en-
vironment, and no consideration about a reliable performance prediction model
has been made. The research proposed in [7] describes a model of multi-
ple workflow applications competing independently for distributed resources.
It optimizes the scheduling decisions using an extension of another priority-
based scheduling algorithm called DLS (Dynamic Level Scheduling). Since
there is no central execution engine which has control over the Grid resources,
the dynamic scheduling processes performed for different workflows are syn-
chronized by analyzing the lengths of the local queues.

Data transfer time was considered in several publications together with task
execution time as an optimization goal in Grid workflow scheduling. The
approach proposed in [2] is based on an initial partitioning of a workflow
into a sequence of subworkflows (levels), where all tasks within a level do not
depend on each other. The scheduling is done in a static way at the beginning
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of execution, based on advance reservation of the resources. The approach
also assumes that exact predictions for data transfer and task execution time
are known in advance, in order to partition the workflow and to make a proper
scheduling. A dynamic scheduling approach has been proposed in [10]. The
scheduling is performed for independent jobs with data requirements, and task
and data scheduling are decoupled and performed by independent schedulers
called External Schedulers (ES) and Data Schedulers (DS). External Schedulers
perform schedule tasks and delegate them to Local Schedulers (LS), and Data
Schedulers decide upon possible data replications.

Unlike the aforementioned works, we propose a dynamic workflow schedul-
ing approach based on highly-adaptive performance predictions and combined
task execution and data transfer optimization. By making the scheduling just
in-time, we always consider the actual status of the Grid. And by applying a
critical path task prioritization technique, the total workflow execution time is
used as the main optimization goal. We do not make any special assumptions,
neither concerning stability of the environment, nor the precision of predictions.

4. Proposed Architecture
In the current architecture of ASKALON, the enactment engine, the sched-

uler, and the performance predictor are loosely coupled and communicate with
each other sparsely. A full-graph scheduling is applied, and rescheduling is
used as a way to make the execution more dynamic and adaptable to the vari-
able Grid environment. The architecture of the light-weight workflow engine
proposed in this paper is more tightly coupled, and the scheduling decisions
are made more dynamically, by postponing them as long as it still does not
bring any significant performance deterioration. The performance predictions
are based on the user experience, the dynamically generated feedback, and the
historical executions.

The proposed architecture is depicted in Fig. 3(a). It consists of 3 main
components: the executor, the scheduler and the performance predictor. The
executor is the main component responsible for processing and execution of
workflows submitted by the user. It executes workflow tasks based on the
decisions made by the scheduler, and also generates the feedback for the per-
formance predictor, which can be used to support the current or the future
executions of workflows. The scheduler schedules workflows by mapping the
tasks to available resources. The performance predictor supports the sched-
uler by providing it with predictions about the task execution time and the data
transfer time. The predictions are made based on the user experience defined
in the submitted workflow, as well as the feedback coming from the current
execution and the historical workflow executions.
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(a) Proposed architecture

(b) State diagram

Figure 3. Proposed workflow engine

The state diagram describing the system is illustrated in Fig. 3(b). First, the
user submits a workflow and the executor starts to process the workflow by
selecting the tasks which are ready for execution (State 1). The executor then
updates the cached resource status information acquired from the resource man-
ager (State 2). The scheduler is invoked to schedule the tasks to the appropriate
resources (State 3). To do this, the scheduler considers the task availability on
different resources, and communicates with the performance predictor (State
4) to get the performance guidance supporting the scheduling decisions. The
scheduler tries to find the optimal mapping between the tasks and the available
resources. As soon as some tasks are mapped, the execution starts (State 5)
and the system enters the idle state. The tasks which are not scheduled because
of the lack of available resources remain in the input queues of the scheduler.
Multiple workflow tasks which do not depend on each other may be executed at
the same time. The system leaves the idle state once the status of task execution
or of the Grid environment changes. If a task is completed successfully, the
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execution feedback is sent to the performance predictor and the workflow is
processed again to find the tasks which are ready for execution (State 1). Then,
a next scheduling cycle is invoked or the whole workflow execution is finished.
If a task execution fails, then the executor analyzes the workflow (State 1) and
decides whether to reschedule the task or to terminate the workflow execu-
tion with an error message. If the status of the Grid changes (some resources
disappear or appear), then the executor updates the cached resource status in-
formation (State 2) and invokes the scheduler (State 3) to schedule more tasks
onto the newly available resources, or to reschedule the failed tasks.

5. Challenges
The goal in developing a light-weight workflow engine of ASKALON is to

take advantage of all the strong points of the just in-time scheduling approach,
and to avoid its weaknesses. The performance prediction in the proposed model
is highly dynamic, based on the performance measurements made in the cur-
rent workflow execution. This allows for a satisfactory good estimation of the
expected task execution time, the data transfer time, and the environmental
overhead. In order to make the predictions possible even if the current mea-
surements are not ready yet, we introduce the two additional prediction sources:
user experiences and historical measurements. According to our experience,
the user is very often able to make quite precise estimations concerning the
relative execution times of individual tasks in a workflow. For instance in the
Invmod workflow [13], the tasks of all types (but one) have the execution time
on a resource equal to either t or 2t (where t may differ, depending on the input
data). The user can define such relative execution time in AGWL workflows
through AGWL properties [5]. The historical measurements come from the past
executions of the same workflow. These measurements may include absolute
values (e.g., “t = 300s”) as well as relative values (‘‘t(A) = 2.1 · t(B)”). To
make predictions for a given workflow, we will use only the performance data
generated during the execution of workflows with the same input data as the
given one. To this end, we compare the values on the corresponding AGWL
input ports of the workflows. If an input port is not numerical (e.g., it transmits
files), then we compare special numerical AGWL properties assigned by the
user to those ports.

At least two major problem may arise when applying a just in-time schedul-
ing. The first problem lies in the fact a just in-time decision which is optimal for
a part of a workflow may be unefficient from the point of view of the workflow
makespan (total execution time). This case has been studied in [14]. The sec-
ond problem is related to the in-advance data transfer optimization: postponing
the scheduling decisions until the last moment prevents the workflow engine
from transferring a data file f from a task A (the producer of f ) to a task B
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(the consumer of f ), as long as it is not decided where the task B is scheduled
(i.e., an implicit barrier is introduced). This may have a major impact on the
execution time, as all of the workflow executed by us have large parallel tasks
producing data to be sent to a single task.

To deal with the first problem, we prioritize the tasks in the input queue of the
scheduler (see Fig. 3(a)). Similarly to the HEFT algorithm used in ASKALON
and to some other approaches [9, 7], we use the distance to the end of the
workflow as the prioritization criterion. The tasks with the higher distance
values are executed first, as the longer the distance is, the higher is the impact
of the task on the workflow makespan. The distance dist (W, τ) of a task
τ ∈ W to the end of workflow W is the maximal length of a path consisting
of tasks τ ′ ∈ W and data transfers dt ∈ W , which leads from the task τ to the
end of the workflow:

dist(W, τ) = maxp=path(τ,τend(W ))(
∑

τ ′∈p

time(τ ′) +
∑

dt∈p

time(dt))

An estimated value of dist(W, τ) can be effectively computed based on the
performance predictions and the workflow structure analysis. If the workflow
contains loops and conditions, the estimation of dist(W, τ) may in some cases
become undeterministic (we may not know in advance how many iterations will
be executed and how the conditions will be evaluted). However, our experience
with workflow executions in ASKALON shows that parallel iterations usually
have balanced execution times, and the major part of the imbalance results from
the heterogeneity of the environment and from task failures.

To address the second of the aforementioned problems, we introduce a second
input queue of the scheduler, called advance queue (see Fig. 3(a)). All tasks
in the advance queue are immediate successors of the tasks in the main input
queue (i.e., they consume the data produced by the tasks in the main queue).
The scheduler makes advance scheduling of such tasks, if it decides that an
advance scheduling decision would bring a significant profit (for instance, if it
consumes data produced by at least 10 other tasks).

The executor and the scheduler communicate with each other via two input
queues and two output queues. The executor sends tasks to the main input
queue and receives the scheduling decisions from the main output queue. The
advance queues are used to support the advance scheduling. Description of the
tasks in the input queues contains the following information:

Task ID - unique task identifier,

Activity type - needed for resource matching and performance prediction,

Workflow ID - needed for performance prediction,

Distance to the end of workflow - needed for task prioritization,
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Site name #CPUs CPU type

karwendel 8 DC AMD Opteron, 2.4 GHz
altix1 8 Itanium 2, 1.4 GHz

schafberg 8 Itanium 2, 1.4 GHz
c703-pc2201 8 Pentium 4, 2.8 GHz
c703-pc450 8 Pentium 4, 1.8 GHz

hydra 8 AMD Athlon, 1.67 GHz

Table 1. The Austrian Grid testbed

Immediate predecessors - needed for advance scheduling,

Task retry info - needed for proper rescheduling.

In certain situations, the proposed scheduling model can be extended by some
additional optimization techniques. For instance, the scheduler may preempt
some low-priority tasks to submit some higher-priority tasks, when it decides
that it would bring a benefit in terms of the workflow makespan. This feature
would only make sense if the workflow engine has control over the queue on
the local resource manager. In case when the number of available resources is
higher than the number of the tasks which can be run in parallel, the scheduler
may use multiple resources to replicate the execution of a single task, in order
to increase the probability of a successful and effective execution.

6. Experimental results
At the moment, we have implemented the executor and the performance

predictor based on relative execution time and historical execution time, which
allows us to test partially the functionality of the proposed approach. In the
experiments shown in this section, we will compare this approach (referred to
as proposed approach) with a similar approach not supporting any predictions
(no-prediction approach), and with a full-ahead scheduling approach using the
implemented performance predictor. The Grid workflow application used in
the experiments is MeteoAG [11], whose structure is illustrated in Fig. 4.

The comparison of the approaches with respect to the execution time and
the parallel speedup measured for different Grid configurations is illustrated in
Fig. 5. In the experiments, we ran the parallelForEach construct with two
parallel loop iterations, each of which had two parallelFor constructs with
48 parallel loop iterations. A subset of the computational resources which have
been used for the experiments is summarized in Table 1.

As illustrated in Fig. 5, the proposed approach provides a better performance
in comparison to the no-prediction approach. This advantage was achieved
through the performance predictions supporting the scheduling decisions. For
the maximal Grid size (6 sites), the workflow execution time was much longer
in the no-prediction approach (358 seconds) than in the proposed approach (271
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Figure 4. MeteoAG workflow

seconds), as some large tasks were scheduled onto a slow Grid site hydra. The
proposed scheduling approach was also better than the full-ahead approach,
especially when the workflow was executed on 4 Grid sites and on 6 Grid
sites. This is because in the full-ahead scheduling approach, the scheduling
decision is made before the workflow execution starts, and there is no dynamic
rescheduling to adapt the changes of the external load of Grid sites.
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7. Conclusions
We presented our experience with workflow execution on the Grid using

the ASKALON Grid environment, and showed the reasons why the current
full-ahead scheduling approach may be insufficient for many of the workflows
executed by us. We proposed a new workflow engine based on a just in-time
scheduling approach using automatically generated feedback and tasks prior-
itization, which is significantly different from the approaches introduced so
far in the related work. In the experiments performed in a real Grid environ-
ment, a first version of the new workflow engine, consisting of the executor and
the performance predictor, outperformed the approach based on the old full-
ahead scheduling, and a simple just in-time approach not based on performance
predictions. In the nearest future, we are planning to implement the whole
architecture proposed in the current work, and to examine its performance in a
real Grid environment.
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1. Introduction
One of the most promising utilizations of Grid resources comes to life with

parameter study (or “parameter sweep”) applications where the same applica-
tion should be executed with a large set of input parameters. Such parameter
study applications are easy to run in the Grid since executions started with differ-
ent parameters are completely independent. Indeed, there are several projects
[1],[2] that demonstrated that parameter study applications are easily manage-
able in the Grid. However, most of these projects tackled only single job based
applications. The real challenge comes when complex applications consisting
of large number of jobs connected into a workflow should be executed with
many different parameter sets. There have been only two projects that tried to
combine parameter studies with workflow-level support in the Grid. ILab [3],
[4] enables the user to create a special parameter study oriented workflow.
With the help of a sophisticated GUI, the user can explicitly define statically
how to distribute and replicate the parameter files in the Grid and how many
independent jobs are to be launched for each segment of the data files. The
SEGL [5] approach puts much more emphasis on exploring the dynamic nature
of the Grid. They also provide a GUI to define the workflows and to hide the
low level details of the underlying Grid. The SEGL workflow provides tools
for several levels of parameterization, repeated processing, handling conclu-
sions and branches during the processing as well as synchronization of parallel
branches and processes. The problem with this GUI is that it might be too
sophisticated, requiring very large skill from the application developer.

Although our approach to support workflow-level parameter study appli-
cations in the Grid has many similarities with these two projects, there are
significant differences, too. Our main goals are as follows:

1 Keep both the workflow GUI and the parameter study support concept as
simple as possible. This enables the fast learning and easy usage.

2 Enable run any existing workflow with different parameter sets without
modifying the structure of the workflow.

3 Provide an easy-to-use way of generating the various input parameter
files needed for the PS execution.

4 Manage the execution of the workflows on as many Grid resources as
possible. Enable the collection of Grid resources from several Grids.

5 Enable the access of the workflow-oriented GUI and the available Grids
via a Grid portal without installing any software on the user’s machine.

6 Provide an easy-to-use way of collecting and processing the large number
of result files generated during the PS execution.
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The starting point for our project was the previous version of P-GRADE Grid
portal[6]that provides a workflow-oriented GUI as well as workflow-level in-
teroperability between various Grids even if they are built on different Grid
technologies. This means that the same portal can be connected to several dif-
ferent Grids and the portal manages the workflow execution among these Grids
according to the users’ requirement [7]. The portal even enables the parallel
exploitation of the connected Grids, i.e., different jobs of the same workflow
can simultaneously be executed on Grid resources taken from different Grids.
Such a multi-Grid workflow execution mechanism is a unique feature of the
P-GRADE portal that is now widely used for many different Grids (e.g. SEE-
GRID, VOCE, HunGrid, GILDA, UK NGS, TeraGrid, GIN VO of OGF, etc.).

Experiences of the previous version of the portal revealed that many appli-
cations require not only the single execution of a workflow rather they seek for
parameter study support to execute an existing workflow with many different
parameter sets. Therefore, our motivation was to extend the existing single
workflow support of the portal towards a generic workflow-level parameter
study execution support. Such support should enable the automatic starting,
execution, monitoring and visualization of all the workflows belonging to the
same parameter study. Of course the same way as in the case of the single
workflow management environment the users should neither know any details
of the underlying Grids nor insist on any particular programming language.
Even legacy codes should be used as services in the workflows if the portal is
integrated with the GEMLCA legacy code architecture service[8].

In order to reach the six main goals mentioned above we have developed the
so-called “black-box” algorithm to manage workflow-level parameter studies
across multiple Grids. This algorithm requires only the modification of those
input ports that are used to feed the various input parameters for the workflow.
In order to generate input parameters we extended the portal with “Generator”
job types. Finally, in order to facilitate the collection and processing of result
files we introduced the concept of “Collector” job types. The paper describes
the semantics of the black-box algorithm, the Generator and the Collector.

In Section 2 the paper explains the “black-box” execution semantics and its
portal support both at the user interface and the portal workflow manager level.
Section 3 introduces the concept of Generator and Collector jobs as well as
their execution mechanism.

2. The “black-box” execution semantics of workflow-level
parameter study execution

The “black-box” execution semantics means that we consider a workflow as
a black box that should be executed with many different parameter sets. These
parameter sets are placed on the so-called PS input ports of the workflow. An
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input port is called PS input port if a set of parameter files can be received on
that port. If a workflow has one such PS input port, it should be executed as
many times as many elements are in the parameter file set of that port. If there
are several PS input ports, the workflow should be executed according to the
cross-product of these input sets as shown in Figure 1. From now on we say
that a workflow (WF) which has got at least one PS input port is called a PS
workflow (PS-WF).

In order to manage the execution of workflows according to the “black-
box” execution semantics the workflow manager of the portal was extended
in the following way. Let M = N1xN2x . . . xNm, where m is the number
of PS input ports and Ni denotes the number of input files on the i-th PS
input port. At run-time the portal PS-WF manager generates M executable
workflows (e-WFs) from the original PS-WF. Every e-WF is labeled by m
labels: 1 − n1, 2 − n2, . . .m − nm ,where the internal structure of labeli is:
i − ni ,where i identifies the i-th input PS port and ni represents the ordering
number of the input file taken from the i-th PS port in the identified execution
instance: 0 ≤ ni < Ni.

This labeling scheme identifies for the PS-WF manager which input file to
take from the different PS input ports in the case of different execution in-
stances (e-WFs). It also helps in identifying the output files generated at the
output ports. Every output file is labeled with the label of the e-WF that gen-
erated it. Notice that output files can be local and remote. Remote output
files are always permanent and once they are produced by an e-WF they can
be immediately read by the user. This enables the user to study the partial
results even if an e-WF is not completed. Local output files can be permanent
or volatile. Permanent means that the user would like to get access to this
output file only when the whole e-WF execution has been completed. These
partial results are collected and stored by the portal meanwhile the e-WF runs.
When the e-WF is completed these files are zipped (together with the standard
output and error logs) and placed by the portal to a Grid storage resource that
was defined by the user. These local permanent files should be typically small
files and collecting and storing them by the portal the number of access to Grid
storage resources can be significantly reduced resulting in the reduction of the
overall execution time. Finally, local volatile files represent temporary partial
results. As they are consumed by the connected job(s) they can be removed
from the portal. This is important from the point of view of reducing the load
of the portal storage resources. Developing and running PS-WF applications
according to the “black-box” execution semantics require three main steps. The
first step is the development of the WF application that the user would like to
run as a PS-WF application. The development process of a WF application
has been described in previous publications[6]as well as in the User’s Man-
ual [9] of the portal release 2.4.1 and hence we do not describe it in this paper.
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Figure 1. Concept of “black-box” execution semantics

The second step is the transformation of the WF into a PS-WF. Finally, the
third step includes the submission of the PS-WF application to the Grid and
monitoring the execution of the PS-WF application. Consequently, the PS-WF
user interface has two major parts:
1. Definition of PS-WF graphs
2. Monitoring the PS-WF graph execution

2.1 PS-WF graph definition
In order to turn a WF application into a PS-WF application the graphical

Workflow Editor (WE) of the portal was slightly extended. The user can open
the existing WF by the WE and can turn any of the existing input port into a PS
input port.

In order to illustrate the process we use the Ax EQUAL B workflow appli-
cation depicted in Figure 2. The figure shows a simple example workflow that
is used for solving the Ax = B equation where A is a matrix, B and X are
vectors. The application consists of 5 jobs (all of them having sequential exe-
cutable code). The first job called as “Separator” accepts the A and B matrices
as input parameters on its input port, separates them and then copies A to jobs
“Invert A” and “A mul X”, and copies B to “Multip B” and “Subtr-B”. The job
“Invert A” creates the invert matrix of A that is multiplied by B in job “Mul-
tip B”. The output of “Multip B” is the searched X vector. The next two jobs
are used to check the quality of the result. If we want to execute this workflow
as a PS application the task is to modify this WF in order to solve the equation
for a set of A and B parameters. Figure 3 shows how to turn the input port of
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Figure 2. Workflow for Computing the Ax = B equation

Figure 3. Definition of a PS input port

the Separator job into a PS port. Notice the difference between the input port
and PS input port definition. In case of a normal input port a file is associated
with the port. This file can be either local (originating from the user’s machine
and part of the input sandbox) or remote (placed in a storage resource of the
Grid). In case of a PS port (Figure 3) a directory is associated with the port.
This directory always should be placed in a storage resource of the Grid. The
user should place the series of input files into this directory that must not contain
any other file. After defining the PS input ports the user should identify the Grid
and its storage resource where the local permanent files should be stored at the
end of each e-WF execution. As a summary we can say that turning an existing
WF into a PS-WF is an extremely easy task. Simply turn some of the input
ports to PS input ports and define the target Grid storage resource for the local
permanent files. This was exactly our aim: to simplify for the user the process
of utilizing existing workflows and run them as parameter studies.
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2.2 Monitoring the PS-WF graph execution
Even monitoring a single job is important for the user not mentioning when

he runs thousands of jobs as part of a PS-WF execution. The challenge here
is how to visualize the execution status of thousands of e-WFs and jobs in an
easily understandable and manageable way. The ordinary WFs of a user are
listed by the portal under the Workflow Manager window. Here the user can
submit the WF, attach the WF to the Workflow Editor to see the graphical view
of the WF, and delete the WF. Moreover, the “Details” button enables the user
to see the details of the WF, i.e., to see the component jobs and their assignment
to Grid resources. The PS-WFs are listed in the Workflow Manager window in
the same way as the WFs. The only difference is that the PS-WFs have a “PS
Details” button to show their internal details.

Once the user submits the PS-WF, the portal workflow manager (WM) creates
all the e-WFs that are defined by the cross-product of the PS input ports’ file
sets. Then WM submits simultaneously as many e-WFs as many are permitted
by the portal administrator. After the PS-WF submission the user can see
the statistics of the e-WFs: how many were initiated, submitted, finished and
how many went on Rescue or Error. Figure 4 shows the situation where the
“Ax EQUAL B PS” PS-WF was submitted with 6 input parameter sets. As
a result 6 e-WFs were generated by the portal. 2 of them already finished, 3
submitted and one still in init state, i.e. waiting for submission. The figure also
shows that any submitted e-WF can be viewed in detail by using the “Details”
button. Clicking there the detailed view of the e-WF shows the component
jobs of the e-WF, their Grid resource assignment and their status. Notice that
any e-WF can be aborted at any time. It kills the selected e-WF but the other
e-WFs can continue their activity. Figure 5 also reveals that those e-WFs that
are finished cannot be viewed in the PS Workflow Details window. Their results
(including every stdout and stderr files) are already stored in the defined Grid
storage resource so the user can check those files there.

3. Generators and Collectors
As seen in Section 2 turning an existing WF into a PS-WF is extremely easy

from the user’s point of view. However, generating the input parameter files and
processing the result files still would be a tedious and time consuming job for the
user if the portal was not able to support even these activities. Recognizing the
importance of these activities in managing PS-WF applications, we introduced
two new job types in the PS-WF concept of the portal.
Generator (denoted as GEN in the PS-WF): Its task is to generate the necessary
input parameter files and place them in the selected storage elements in the same
form as the PS-WF concept requires it. The executable code of a Generator
should be written by the user and it will be executed as the executable of an
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Figure 4. Detailed monitoring view of a PS-WF’s execution

ordinary job at any grid site. The only difference is that the output port of the
Generator should be defined and handled as a PS output port. The PS output port
of a Generator should be always connected to the PS input port of a PS-WF job.
The Generator job has a special version called as Automatic Generator (denoted
as A-GEN in the PS-WF). The executable code of A GEN is provided by the
portal and runs on the portal server. The user must give only those parameters
based on which A-GEN can generate the input parameter files. For example,
A GEN can generate integer input parameters in the range from a certain lower
limit to a certain upper limit and the task of the user is only to give the value of
the lower limit, upper limit and the increment. Details of the A-GEN support
can be found in the portal User’s Manual.
Collector (denoted as COLL in the PS-WF): Its task is to collect and process
the output files created at PS execution time at any output port of the PS-WF
provided that this output port generates remote output files (i.e. files that are
stored in grid storage elements). The executable code of a Collector should
be written by the user and it will be executed as the executable of an ordinary
job at any grid site. The only difference is that the input port of the Collector
should be defined and handled as a special input port. Figure 5 shows how the
Generator and Collector jobs can be connected to a PS-WF. Notice that several
Generators and Collectors can be connected to the same PS-WF. We call the
new workflow as the Extended PS-WF (E-PS-WF) that consists of three main
parts:
1. Generator part: containing the Generator jobs
2. PS-WF part: containing the original PS-WF
3. Collector part: containing the Collector jobs
The execution of the three parts is separated in time. First, the Generator part
is executed. In this first phase each Generator job is executed once and they
can be executed in parallel. When all Generator jobs are successfully finished,
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Figure 5. Structure of an E-PS-WF

the portal starts the second phase in which the e-workflows generated from
the PS-WF are executed (again in parallel as described in Section 2). When
all the e-workflows are either finished or aborted the portal starts the third
phase of E-PS-WF execution. In the third phase all Collector jobs are executed
simultaneously. All these phases are monitored and visualized for the user in a
similar way as shown in a Figure 4.

4. Conclusions
The workflow concept of P-GRADE portal was very successful and popular

among Grid users because its simplicity and expressiveness. Developing and
monitoring Grid applications based on the workflow concept of the portal is
extremely easy. Due to these advantages it was asked to set up for many
different Grids (OGF GIN VO, EGRID, SwissGrid, Turkish Grid, BalticGrid,
BioInfoGrid, CroGrid, Bulgarian Grid, Macedon Grid, etc.) meanwhile it runs
as official portal of several Grids (SEE-GRID, HunGrid, VOCE) and serves
other Grids as volunteer service (UK NGS, GILDA, etc.). The feedback from
the users made it clear that they want a parameter study support at the workflow
level but in a way that keeps the simplicity and expressiveness of the original
workflow concept. Based on their request we have extended the portal with
the workflow-level parameter study support. The new version of the portal has
been prototyped and was publicly demonstrated at the EGEE conference in
September 2006. The new version of the portal (version 2.5) that gives service
quality full support for the workflow-level parameter study was released in
February 2007 and now serves the following Grids: SEE-GRID, HunGrid,
VOCE, OSG, GILDA.
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As seen in Section 2 turning an existing WF into a PS-WF is extremely easy
from the user’s point of view but required a significant extension of the WF
manager of the portal in order to handle the large number of jobs and workflows
in parallel. Furthermore, the monitoring and visualization capabilities of the
portal have also been extended and they enable the simultaneous surveillance of
large number of running workflows and jobs. In order to facilitate the creation of
the necessary input parameter file sets Generator jobs have been introduced into
the portal. The new Collector jobs support the easy collection and processing
of the output files produced by the different e-workflows at run time.

The black-box algorithm applied by the PS workflow manager gives an
optimal solution concerning the utilization of storage resources but generates
redundant job execution in case of certain workflows. We pursue research in
order to avoid such redundant job execution. The current execution method of
PS-WFs enables the static distribution of nodes between different Grids and
different Grid resources if brokers are not available in the connected Grids. If
brokers are available Grid resources can be assigned dynamically but the Grid
assignment is still static. To provide a fully dynamic allocation of Grids and
Grid resources a meta-broker should be developed and connected to the portal
and to the Grids. The development of such a broker is subject of further research
in the framework of the EU CoreGrid project[10].
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1. Introduction
The Grid infrastructure is evolving rapidly and becoming mature. Several

Grid middlewares such as Globus [8], gLite [6], and Unicore [7] have been
deployed at a very large scale worldwide. In addition, increasing number of
scientific communities have shown their interest to use the Grid for their applica-
tions. To help this porting, tools and higher level Grid portals and environments
of great help are proposed such as P-grade [12] and the ASKALON [5]. But
there is a lack of guidelines to help a developer to design the application for
porting it onto the Grid. In addition, Grid environments have their own features
which imposes deep modification on the original application, so that it can be
successfully executed. This effort is repeatedly needed for porting the same
application to another infrastructure.

As pattern-oriented software [3] are based on object-oriented paradigm, sci-
entific application programmer cannot easily apply them directly to their code,
which is mostly based on conventional legacy procedural approach. Some
other design patterns for parallel programming have been proposed [10], but
they mostly concern the implementation of application code and ignore complex
data dependencies, as is the case when running applications on the Grid.

We propose to apply patterns at another level, i.e. not to modify the appli-
cation code itself, but to apply them during the adaptation of the application
to be run on the Grid. In this context, we can identify a new kind of (Grid)
application developers, who has the responsibility of redesigning the applica-
tion for the Grid. This includes, structural analysis of the original application
(often represented as a workflow), identification of components suitable for
Grid based execution, selection of code distribution schema to handle control
and data dependencies, and the implementation of code for the Grid (including
scripts to wrap legacy code and to handle data management). This new kind of
developer is not an expert on the application to be ported, but has strong Grid
skills, and therefore can apply some patterns for the gridification.

In this paper we propose patterns to port and execute workflow applications
onto the Grid. We show how these patterns are applied to real world applications
ported on Grid environments based on Globus and gLite middlewares. We
present experiment results to demonstrate and compare various approaches.

The rest of the paper is organized as follows: Section 2 discusses about
execution models followed by the Section 3 which describes data management
models followed by the Section 4 that describes execution patterns for porting
workflows onto the Grid. In Section 5 we discuss our findings. Related work
is described in Section 6. Finally we conclude the paper in Section 7.
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2. Execution models
Since there are several possible ways of executing applications on the Grid,

an important step is to identify the execution model being used for the porting.
Even though the basic form of Grid activity is a job submission, the execution
model can vary, depending on how this activity is extended.

Notice that we differentiate between an application activity which is the
executable of the original application to be ported, and a Grid activity, which
is the activity that is executed on the Grid. A Grid activity can be mapped one-
to-one to an application activity, but in general it is a completely new activity,
which can have additional code to wrap the application activity and perform
other tasks, e.g. environment setting, data management, and execution control.

In general, the execution is controlled by a process that triggers the jobs and
coordinates the execution of the different activities. This execution enactor
often works together with a scheduler process which finds the adequate Grid
resources. In this model, the execution of several jobs in parallel is triggered
and controlled by the enactor, which is as a direct application of the master/slave
or star pattern.

The star pattern can be extended, so that a single Grid activity can also
control the execution of several other parallel executables. This model aims
at delegating part of the control of the execution. Such a model can be seen
as a distributed enactor. This model can be applied only if there is no data
dependency between the sub activities controlled by the sub enactor.

Following the notion of delegation, rather than submitting a job containing
the actual executable, an “execution agent” could be submitted. The execution
agent will be somehow a mini execution enactor, but only to use local resources,
in contrast of the delegated star that submits jobs on other Grid sites. The actual
jobs descriptions are put on a intermediate repository. The execution agents pull
the jobs for the actual execution. This allows execution optimization, because
one job is not bound to the execution of a single activity. This model however
is not well suited for applications with activities having high execution time
and complex data dependencies, because the execution agent does not have a
global vision of the structure of the application.

Figure 1 shows the three different execution models related to the central star
pattern, delegated star pattern, and delegated agent execution.

3. Data management models
There are several data management models possible, depending on the size

of the files, locality of the data, and also related to the execution models. If we
consider that an activity that runs on the Grid is co-located with the execution
enactor, there are two ways to move the data to the node where the activity is
executed. This depends on the size of the data: If the data is small (typically



268

Grid Activity

         

Grid Activity

Execution
Agents

Job Queue

Execution agent model

Enactor

   

   

   

Star pattern

Enactor

   

   

   

Grid Activity
Delegated

Extended (delegated) star pattern

Star pattern Wrapper

Figure 1. Different execution models on the Grid.

few MBytes), the data can be transferred together with the Grid activity using
staging mechanism available in most of the Grid middleware (e.g. in Globus
through the GASS service or the sandbox mechanism used in gLite).

The second case addresses much bigger data (hundreds of MBytes or GBytes)
and that is in the same location of the execution enactor or close to the user. In
this case, it is necessary to perform a data transfer explicitly to the Grid node,
where the activity will be executed. Here we can distinguish push or pull model.

The pull model is applied by performing the data transfer before the job
execution. This implies prior knowledge of the execution site. Such a model
is well adapted to Grid systems, where the Grid application developer can have
control on the scheduling and resource brokerage (i.e. the developer can select
where to run the application). With this model, the Grid activity related to the
execution of the task, and the data transfers are logically decoupled. The Grid
activity only knows that the data will be available beforehand.

The push model is applied by integrating the file transfer directly in the
Grid activity. The data is required to be available on a location from where the
Grid activity can access it. Therefore, an additional intermediate data transfer
is necessary (on the client side) to transfer the required data from its current
location, to a given data storage location. The Grid activity then pulls the data
directly to the node before the execution starts. This model couples the file
transfer and the activity. Due to the intermediate data transfer (which follows
push model), this approach requires to coordinate the execution of the data
transfers and the job submission, so that when the job is executed, the data is
available. In this case, the final data location needs to be known before job
submission. For retrieval of output data similar approaches as were used for
input data can be applied. Figure 2 shows the three mentioned data transfer
models.

4. Applying patterns for porting application
Let’s consider a very simple application based on a simple sequence of ac-

tivities, where the control-flow is equal to data-flow. The most natural design
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patterns to apply will be the pipe-line pattern, as defined in the context of pat-
terns for parallel programming [10]. However, job execution on the Grid, has
a new parameter to be considered: the Grid overhead which comprises differ-
ent elements such as job submission, queuing time, security, file staging, data
transfer, among others (see [11] for a detailed discussion on Grid workflow
overhead). Thus, applying the pipe-line pattern could lead to performance loss
(i.e. the application run on the Grid, could be slower than the application run
on a single computer sequentially), if we ignore this new parameter.

In addition, if we apply the pattern by making a one-to-one mapping between
an application activity, and a Grid activity, without considering application
related information, it may happen that the execution of the application activity
takes only some seconds. In such a case, submitting a job on the Grid to execute
it, will be a clear bottleneck.

There are two reasons to this common error made during the porting. The
first one, is that often the Grid application developer asks for a description of
the original application to the developer or scientist. The resulting description
(often made using textual or ad-hoc graphical representation) only shows the
main application components and data dependencies, without including any
information about the approximate execution time of the different executables
described in the workflow. The second one, is that the Grid application devel-
oper creates a Grid workflow by mapping each application executable to a Grid
job. To overcome this problem, we propose the following basic pattern that we
call the attraction pattern.

4.1 The Attraction pattern
Let’s once again consider our simple sequential workflow, as described by

the application developer. This time we ask him to include performance infor-
mation (i.e. approximate execution time of the executable depending on the
input values). Performance related information, is something known by the
scientist based on his experience, and that the Grid developer must consider it
in order to adapt the application to the Grid.

The attraction pattern follows the idea of planet attraction, i.e. bigger planets
attract smaller ones. Here we consider the work (i.e. the approximated exe-
cution time/transactions) to represent the diameter of a planet (i.e. the activ-
ity). Thus, new Grid activities will be the combination of several application
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activities. For this, the Grid developer will have to implement new wrapper
scripts, resulting in a reshaped workflow.

One additional question is related to the data management. As seen earlier,
we have different data management models. If the data to transmit is big,
we consider the data management activities as new planets which have to be
merged to form new Grid activities (using push or pull approach). In case of
small amount of data, we consider them as satellites, i.e. data management
activities “follow” the Grid activity. This is the case represented by the file
staging mechanism.

Lets now see an example of the application of the attraction pattern, when
we have the information about execution time and file transfer.

Figure 3(a) shows the original workflow given by the application developer.
Here we consider that the information about the execution time and size of data
produced by the activities represent two different applications, If no pattern
is applied, each activity in the workflow is simply mapped to a Grid activity,
which will introduce performance loss. In this particular example, several of
the application activities may only run for seconds and others for minutes or
hours.

By applying the attraction pattern, we can see that the new Grid activities
differ depending on the additional information about data and performance and
the application of the different execution and data management models.

Figure 3(b) (left) shows how the Grid activities are designed using the addi-
tional information (Case 1). In such a case, activity B is attracted by activity A,
resulting in a new Grid activity G1-1. Because of the size of the input data for
activity A, it is necessary to apply the pull model, where the data needs to be
stored on an external storage. The activity A inside G1-1 should perform the
pull of the data for execution. Since A and B run on the same location, there is
no need to transfer any data. Notice also that the output data form activity A
(file Y) is of small size, and therefore can be transferred to the new Grid activity
G1-2 (which wraps activity C), directly through staging mechanism.

Figure 3(b) (right) shows the application of the attraction pattern, this time
using the additional information (Case 2). Now we can see that Grid activity
G2-2 is the merging of activities B and C. The input file to Grid activity G2-2
is done using staging mechanism only.

We can see that even if the structure of the application remains very similar,
the actual implementation of the Grid activities is optimized for the execution
of the application based on the execution time and data information. This will
have an impact on the execution performance on the Grid, compared to the
naive approach based on one-to-one mapping of activities to Grid activities, as
will be shown in the next section.
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(a) Original workflow (b) Attraction pattern for different applications

Figure 3.

5. Experiments
Our experiments are based on porting a real application called Wien2k [2],

which has a complex workflow including loops, computing intensive activities
as well as computing non-intensive and complex data dependencies.

The idea was to start a complete new porting of the application to gLite
[6] middleware and to compare the effort to the prior porting of the same appli-
cation to the Austrian Grid using ASKALON system [5]. This porting was to
be done only based on the description provided by the application developer.
The team that worked on ASKALON didn’t communicate any details or know-
how about the first porting to the other one. After the successful porting, we
figured out that the same design decisions, mistakes and re-design were done
by both teams, and application of the patterns presented here would have been
of great help.

Figure 4(a) shows the original application description provided by the Wien2k
developers. After analysis, a new workflow description was made which is more
suitable for execution on the Grid (see 4(b)). This workflow was then used to
implement the Grid activities. Figure 4(c) shows the one-to-one mapping of the
workflow to Grid activities (naive workflow) and also the resulting workflow
when applying the attraction pattern.

We conducted experiments using a simulated Grid environment and a real
gLite based Grid testbed. In the first case, the activities were executed on inde-
pendent locations in the cluster and data was transferred to a central repository
before and after an activity executes.

We implemented the Grid application using Ganga [1], which is a program-
ming environment for Grids based on python. The Grid activities were done



272

using shell scripts and using commands to perform data management such as
sandbox or using an external storage element. Figure 5(a) shows a comparison
of the execution on the local system, the local backend, and on a real Grid
testbed. One can notice the important Grid overhead, even if all the nodes used
for the experiments were reserved for the execution.

When applying the naive approach, we measured the data management over-
head based on staging, i.e. we measured the overhead introduced by the sandbox
mechanism applied independently of the file sizes.

(a) Original application workflow provided by application developers

(b) Translated Workflow for
Grid

(c) Naive Grid workflow vs Attraction Pattern based
Workflow

Figure 4.

Finally, we applied the attraction pattern to the workflow using the infor-
mation about the approximated execution time of the activities and size of the
data. This information was provided by the Wien2k developers. We have run
this new workflow on the gLite testbed under the same conditions as for the
naive workflow. The execution time of the full workflow execution of both
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approaches is shown in Figure 5(b). In this figure, we only report the execution
time of the full workflow without the Grid overhead for the sake of simplicity.
We can see up to 50% of performance gain, which is due to the optimization
made to the structure of the workflow when applying the pattern, and also to
the selection of the most adapted data transfer model. This experiment depicts
that applying such a pattern for application porting to the Grid can improve
performance by design. The Grid activities that we implemented can be later
on ported to more sophisticated Grid environments such as ASKALON or P-
Grade. These systems will then be able to optimize even more the execution of
the workflow by applying techniques as described in [4], making our approach
a good complement to improve the performance of applications on the Grid.
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6. Related work
Some efforts have been done to identify workflow patterns that addresses data

and computational aspects of a workflow. An initiative to provide a conceptual
basis of workflow patterns is described in [15, 14, 16]. A classification frame-
work for exception handling in process-aware information systems based on
patterns is described in [13]. A collection of patterns for parallel programming
are described in [10]. All these patterns can be helpful for implementing Grid
application, but focus more in the implementation or redesigning of applications
to take into account parallelism or distribution. In our approach, we consider
a different type of developer, which is the Grid application developer. And the
pattern that we propose, takes into account execution and data management
models that are specific to Grid computing.

The work in [9] proposes three design patterns to implement Grid Services:
Grid Abstract Factory, Template and Interface patterns. This work focus on im-
plementation of Grid services in the context of a Service Oriented Architecture,
and not on the porting of existing applications on the Grid.
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In [4] the workflow is partitioned to optimize the execution. The optimization
is done at the execution enactor level and assumes a fixed structure of the
workflow. In addition, it assumes the scheduling of the activities in order to
make the partition. In our case, we make the workflow partition based on the
knowledge of the activity execution time of the application user or developer
and already obtain performance gain by design. As mentioned before, both
approaches are not opposite, but complementary.

7. Conclusion
We explored the use of patterns to simplify porting of applications on the

Grid. We showed that based on experience and considering execution and data
management models, it was possible to improve the performance of a Grid
application. We proposed the attraction pattern, which takes into account not
only the structure of the application to be ported, but also approximate execution
time and data size. This is a valuable information that only the application
developer or scientist can give to the Grid application developer. We show
how the application of the pattern can improve the execution of a real world
application on the Grid. This is a first step to a set of patterns that could be very
useful for porting more complex applications on the Grid.
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Abstract The importance of high-performance communication to the success of Grid ap-
plications makes it critical to develop communication protocols that can take
full advantage of the underlying bandwidth when system conditions permit, can
back-off in response to observed (or predicted) contention within the network,
and can accurately distinguish between these two situations. Achieving this goal
requires the development of classification mechanisms that are both accurate and
efficient enough to execute in real time. In this paper, we discuss one such classi-
fier that is based on the analysis of the patterns of packet loss and the application
of Bayesian statistics. We describe two different analysis techniques that we ap-
ply to such patterns, one based on complexity theory and one based on a simple
measure of the distance between successive packet losses. In addition, we dis-
cuss the integration of the classification mechanism into the control structures of
an existing high-performance data transfer system for computational Grids. We
present empirical results showing that the classifier is extremely accurate, effi-
cient enough to execute in real time, and that utilizing the information it provides
can have a tremendous impact on the performance of a large-scale data transfer.

Keywords: Communication protocols, high-performance networks, Classification Mecha-
nisms, Grid Computing
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1. Introduction
Computational Grids create powerful distributed computing systems by con-

necting geographically distributed computational/storage facilities via high-
performance networks. Such systems can aggregate tremendous computational
power on a single large-scale problem, enabling scientific discovery in areas
that were heretofore impossible to explore. Critical to the success of such
large-scale Grid applications is a high-performance networking infrastructure
that can efficiently move extreme-scale data sets between nodes on the Grid.
However, even though advances in networking technologies have significantly
increased the bandwidth available to Grid applications, actually obtaining a
large percentage of such bandwidth has turned out to be a difficult issue.

One problem is that TCP, the transport protocol of choice for most wide-area
data transfers, was not designed for and does not perform well in the high-
bandwidth, high-delay networks typical of computational Grids. This has led to
significant research activity aimed at modifying TCP itself to make it compatible
with this new network environment (e.g., Highspeed TCP [15]), as well as
systems that monitor the end-to-end network to diagnose and fix performance
problems (e.g., [2, 22]. An alternative strategy has been the development of
application-level protocols that can largely circumvent the performance issues
of TCP. This includes, for example, UDP- based protocols (e.g., FOBS [10],
UDT [16] ), and approaches that spawn multiple TCP streams for a single data
flow (e.g., GridFTP [4]).

UDP-based protocols can be attractive for two reasons: First, some appli-
cations require a smooth transfer rate that can be difficult to obtain with TCP.
Second, such protocols are well-suited for high-bandwidth, high-delay network
environment and are able to obtain a significant percentage of the underlying
bandwidth. However, because UDP-based protocols execute at the application
level, the protocol developer must provide a mechanism to detect and respond
fairly to competing traffic flows. Also, application-level protocols can lose
data packets for any number of reasons unrelated to network congestion. This
second issue can result in very poor performance if the control mechanisms
interpret such loss as growing network contention and, in response, trigger very
aggressive congestion control actions.

This research is developing a classification mechanism that can be Used by
UDP-based protocols to distinguish between data loss caused by network con-
tention from loss caused by factors outside of the network domain. In particular,
we focus on distinguishing between network contention and contention for CPU
resources. This distinction is important because contention for CPU cycles can
be a major contributor to packet loss in UDP-based protocols. This happens,
for example, when the receiver’s socket-buffer becomes full, additional data
bound for the receiver arrives at the host, and the receiver is switched out and
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thus unavailable to pull such packets off of the network. The receiver could be
switched out for any number of reasons including preemption by a higher pri-
ority system process, interrupt processing, paging activity, and multi-tasking.
This last point is particularly important in a Grid environment where resource
availability, including the CPU cycles allocated to a particular application, can
fluctuate significantly during the execution of a long-running application.

To illustrate the importance of this issue, consider a data transfer with a
sending rate of one gigabit per second and a packet size of 1024 bytes. Given
these parameters, a packet will arrive at the receiving host around every 7.9
micro-seconds, which is approximately the amount of time required to perform
a context switch on the TeraGrid systems [3] used in this research (as measured
by Lmbench [21]). Thus the receiver does not need to be switched-out long
before packets can begin to get dropped. We have observed, for example, tens
to hundreds of packets being dropped when the operating system creates three
to four new processes.

This paper discusses the development of a classification mechanism for the
causes of data loss that is both very accurate and highly efficient. Also, we show
how it is integrated into the control structures of an existing UDP-based data
transfer system, and provide experimental results showing that the use of the
classifier can result in significant performance gains. The classification mech-
anism is based on the analysis of what we term packet-loss signatures, which
show the distribution (or pattern) of those packets that successfully traversed
the end-to-end transmission path and those that did not. These signatures are
essentially large selective-acknowledgment packets that are collected by the
receiver and delivered to the sender upon request. We chose the name “packet-
loss signatures” based on previous studies showing that different causes of data
loss have different “signatures” [12]. In this paper, we briefly describe how
the signatures are analyzed and used by the classifier, and direct the interested
reader to this same paper for a detailed discussion of the approach.

The major contribution of this paper is showing how a classification system
can be developed, integrated into the control mechanisms of a data transfer
system, and used to increase performance. This paper should be of interest to
a large segment of the Grid community given the interest in and importance of
exploring new approaches by which data transfers can be made more intelligent
and efficient.

The rest of the paper is organized as follows. In Section 2, we discuss
related work. In Section 3, we describe FOBS, the data transfer system in
which the classification mechanism is implemented. We provide an overview
of the classification algorithms in Section 4. In Section 5, we discuss the
experimental design and provide the experimental results in Section 6. We
provide our conclusions in Section 7.
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2. Related Work
The issue of distinguishing between causes of data loss has received signif-

icant attention within the context of TCP for hybrid wired/wireless networks
(e.g., [5, 8]). The idea is to distinguish between losses caused by network con-
gestion and losses caused by errors in the wireless link, and to trigger TCP’s ag-
gressive congestion control mechanisms only in the case of congestion-induced
losses. This ability to classify the root cause of data loss, and to respond ac-
cordingly, has been shown to improve the performance of TCP in this network
environment [5, 20]. These classification schemes are based largely on simple
statistics on observed round- trip times, observed throughput, or the inter-arrival
time between ACK packets [7, 20]. Debate remains, however, as to how well
techniques based on such simple statistics can classify loss [20]. Another ap-
proach being pursued is the use of Hidden Markov Models where the states
are characterized by the mean and standard deviation of the distribution of
round-trip times [20].

Our research has similar goals, although we are developing a finer-grained
classification system to distinguish between network contention and contention
for CPU resources. Another major difference is that the analysis of packet-loss
signatures appears to be a more robust classifier than (for example) statistics on
round-trip times, and could be substituted for such statistics within the mathe-
matical frameworks established in these related works.

Also related are efforts such as Web100 [22] and Pathdiag [1], that provide
sophisticated monitoring systems and tools with which performance issues in
TCP networks can be diagnosed and fixed. The goal of these systems is to pro-
vide ordinary users, i.e., those without significant networking expertise, with
high-performance networking in a completely transparent manner. A major dif-
ference between our work and these related projects is the timescale at which
each operates. In particular, these projects are iterative in nature, with possible
consultation with network administrators between iterations. Our classifica-
tion mechanism performs on a much smaller timescale, where it very quickly
computes the probability that the cause of data loss was within the network or
outside of the network. However, it is unable to diagnose performance problems
such as inadequate buffer sizes, under-configured network paths, or problems
with the software stack as these related works can provide. Thus while the goal
of providing high-performance networking are shared, the problems being ad-
dressed are quite different. In fact, such work is orthogonal to our efforts in that
any improvements to the networking infrastructure such projects can provide
would also benefit the performance of our data transfer system.

Research into other application-level alternatives to TCP is also related (e.g.,
[17]). However, projects such as this do not attempt to determine the root
cause(s) of packet loss that is a major focus of this research.
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3. Data Transfer System
The test-bed for this research is FOBS1: a high-performance data transfer

system for computational Grids [10]. FOBS is a UDP-based data transfer
system that provides reliability through a selective-acknowledgment and re-
transmission mechanism. It is precisely the information contained within the
selective-acknowledgment packets that is collected and analyzed by the classi-
fication mechanism. FOBS can be executed as a window-based protocol where
all packets within the current transmission window are put onto the network at
a constant sending rate. It can also be used as a rate-based system, where a
constant sending rate is used until a congestion event occurs, at which point a
new sending rate is determined based on the long-term loss rate.

FOBS is multi-threaded to take advantage of nodes with multiple processors
or processors with multiple cores. In such cases, the classification mechanism
can execute as a separate thread that runs concurrently with the ongoing transfer.
In fact, we have observed that when the data sender is executing on a dedicated
node with dual-processors, there is no additional cost incurred by executing the
classifier (that is, the data transfer rate is unchanged when it is executed).

3.1 Congestion Control
An important design goal for FOBS is that it competes fairly with other

network flows. Toward this end, FOBS uses a modified version of the TCP
Friendly Rate Control (TFRC) protocol [18] for its congestion control. TFRC
is equation-based, where the sending rate is computed as a function of the
steady-state loss rate. The primary difference is that FOBS replaces the TFRC
response function with that derived for Highspeed TCP [15], a more aggressive
version of TCP for high- performance network environments with very low
loss rates. The use of this more aggressive congestion control mechanism is
completely appropriate given that FOBS is designed for the well-provisioned,
high-bandwidth, high-delay networks associated with computational Grids, and
is not intended for the Internet1 environment.

We do not discuss the derivation of the HighSpeed TCP response function
here, and direct the interested reader to[15] for a complete analysis. For our
purposes, it is sufficient to note that a parameter termed Low Window is defined,
which sets the lower bound on the congestion window at which the HighSpeed
TCP response function will be used. That is, if the current congestion window
is greater than Low Window, then the HighSpeed response function will be
used to determine the size of the next congestion window in the event of packet
loss. This response function is defined as:

1Fast Object-Based Data Transfer System
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w = 0.12/p0.835 (1)

Otherwise, the standard TCP response function will be used 2:

w = 1.2/
√

p (2)

where w is the size of the next congestion window and p is the loss rate.

3.1.1 Integration of Classifier into FOBS. While the algorithms used
by the classification mechanism are somewhat complex, the way the information
is used by the controller is relatively simple. When a congestion event occurs,
the classifier is queried to determine the cause of such loss. The classifier then
assigns a probability to the event that the data loss was caused by contention for
CPU resources (and thus one minus this probability that the cause of loss was
network related). If the probability exceeds a certain threshold that the cause of
data loss was CPU related (currently set at 95and the loss rate is not modified.
Otherwise, the cumulative loss rate is updated appropriately, and Equation (1)
or (2) is invoked to determine the new sending rate (depending upon the size of
the current congestion window).

4. Classification Mechanism
Having discussed how the results of the classification mechanism are used in

FOBS, we briefly discuss how these probabilities are computed. The interested
reader is directed to [12–13] for a complete discussion of the statistical analysis.

4.1 Classification Metrics
The classification mechanism is based on the application of Bayesian statis-

tics, which centers on how the value of certain metrics can be used to identify
a cause of packet loss. Assume there are two causes of data loss: network con-
tention and CPU contention. The idea is to find a metric that has very different
statistical properties under the two causes of data loss, the greater the difference
the more accurate the classification.

Our research has identified two excellent metrics upon which the classifi-
cation mechanism is based, both of which are derived from the packet-loss
signatures. The first metric is the complexity of the packet-loss signatures that
is derived using techniques from symbolic dynamics. In symbolic dynamics
[19], the packet-loss signature is viewed as a sequence of symbols drawn from
a finite discrete set, which in our case is two symbols: 1 and 0. One diagnostic
that quantifies the amount of structure in the sequence is complexity. There are

2As noted by the authors, this equation assumes a loss rate that is less than where the effects of TCP retransmit
timeouts can be largely ignored.
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numerous ways to quantify complexity. In this discussion, we have chosen the
approach of d’Alessandro and Politi [9] which has been applied with success to
quantify the complexity and predictability of time series of hourly precipitation
data [14]. The approach of d’Alessandro and Politi is to view the stream of
1s and 0s as a language and focus on subsequences (or words) of length n in
the limit of increasing values of n (i.e., increasing word length). First-order
complexity, denoted by C1, is a measure of the richness of the language’s vo-
cabulary and represents the asymptotic growth rate of the number of admissible
words of fixed length n occurring within the string as n becomes large. The
number of admissible words of length n, denoted by Na(n), is simply a count
of the number of distinct words of length n found in the given sequence. The
first-order complexity (C1) is defined as

C1 = lim
n→∞

(log 2 Na(n))/n (3)

The first-order complexity metric characterizes the level of randomness or
periodicity in a string of symbols. A string consisting of only one symbol will
have one admissible word for each value of n, and will thus have a value of
C1 = 0. A purely random string will, in the limit, have a value of C1 = 1. A
string that is comprised of a periodic sequence, or one comprising only a few
periodic sequences, will tend to have low values of C1. We have developed
simple empirical models that relate complexity measures to the different causes
of data loss as a function of the loss rate, and it is these models that are used by
the classification mechanism.

While the calculation of complexity measures is simple and efficient, the
size of the words that can be examined in real time (without negatively affect-
ing performance) is somewhat limited. In the experiments reported here, the
maximum word size was set to n = 17, which was sufficient for discerning the
basic structure of the signatures (i.e., either random or periodic) when the loss
rate was greater than approximately 0.0004. However, for significantly lower
loss rates, the dropped packets (and the corresponding 0s in the packet-loss
signatures) were too far apart to be detected with a word size of 17. While
increasing the word size can help, it cannot be increased enough to detect the
randomness in the string at very low loss rates. Thus, complexity measures are
unable to serve as a classification metric at very low loss rates.

To address this issue, we developed another metric based on the distance
between two consecutive dropped packets. The idea is that the fundamental
structure of the packet- loss signatures will not be significantly different at very
low loss rates, and thus data loss caused by CPU contention will still be largely
contiguous in the signature, and loss caused by NIC contention will still be
random. To develop this metric, we define “success” as two consecutive packet
drops (i.e., two consecutive 0s in the signature). We then performed a large
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number of experiments to learn the proportion of successes for each cause of
data loss at very low loss rates. These proportions were then used as parameters
to a beta distribution (that provides the probability of a given proportion of
successes), in hopes that the statistical properties of the distribution would be
very different under different causes of packet loss. The beta distribution takes
two parameters, a and b, and has the following density function, where p is the
proportion of successes.

pa−1(1 − p)b−1 (4)

Figure 1 shows the considerable difference in the statistical properties of
the complexity metric under both causes of data loss. Figure 1 further shows
the empirical data models derived in association with complexity measures.
This figure demonstrates quite clearly the power of this metric in distinguishing
between causes of data loss. Due to space constraints, we do not show the
differences of the statistical properties for the beta distribution.

Figure 1. This figure shows the mean complexity measures at each data bin, and 95% con-
fidence intervals around the mean, for each cause of data loss. Also, it shows how the data lay
along the fitted data model.

5. Experimental Design
All experiments were conducted on the TeraGrid [3]: a high-performance

computational Grid that connects various supercomputing facilities via net-
works operating at 40 gigabits per second. The two facilities used in these exper-
iments were the San Diego Supercomputing Center (SDSC), and the National
Center for Supercomputing Applications (NCSA, located at the University
of Illinois, Urbana). The host platform at each facility was an IA-64 Linux
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cluster where each compute node consisted of dual 1.5 GHz Intel Itanium 2
processors. The operating system at both facilities was Linux 2.4.21SMP. Each
compute node had a gigabit Ethernet connection to the TeraGrid network.

We were interested in whether or not the classification mechanism could
improve performance in the case where data loss was caused by contention for
CPU resources. To test this, we executed one set of transfers where the results
of the classification system were used by the controller, and another set where
they were not used (and thus all data loss was assumed to be network related).
We implemented a background process on the data receiver which periodically
caused data to be dropped. The number of packets lost per congestion event
was based largely on operating system behavior (e.g., process scheduling), and
was thus somewhat out of our control. However, the long-term loss rate in all
experiments was on the order of 0.0002. We performed three long data transfers
(of about 3 hours each), under each condition (i.e., results of classifier used/not
used). The results of interest were the percentage of successful classifications
and the throughput achieved in each instance. The classifier used the beta
distribution to compute the required probabilities when the loss rate was <=
0.0004. Otherwise, the complexity measures were used.

We used the technique of direct-execution simulation [11] to determine the
throughput achieved in each situation. In this approach, the behavior of the net-
work connection, the behavior of the system in the presence of contention for
CPU resources, and the packet-loss signatures generated by such contention,
were all obtained by actually executing the data transfer. That is, there was an
ongoing data transfer between NCSA and SDSC and a physical background
process that created contention for CPU resources. The resulting packet-loss
signatures were generated by such contention, and these signatures were an-
alyzed by the classification mechanism in real time (i.e., as the transfer was
progressing). Thus all of these aspects of the problem were real.

However, the results of the classification were provided to the simulator,
which then determined the new (virtual) sending rate and new (virtual) loss rate
by applying the congestion control mechanism described in Section (3.1). The
simulator then computed the number of (virtual) seconds that had elapsed since
its last invocation, and, based on this and the previous (virtual) sending rate,
determined the amount of data that would have been transferred during that
time. It is the throughput calculated by the simulation that is presented in the
experimental results discussed in the following section.

We chose to use this approach because the physical network connection
between the nodes on the TeraGrid was limited by the one gigabit link between
the compute nodes and the backbone network. We wanted to study the impact of
the classification mechanism with essentially the same parameters as those used
to define the HighSpeed TCP response function, which assumed a 10 gigabit
per second connection.
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6. Experimental Results

Total Percentage Percentage P(CPU |CPU ) Av. TP Av.TP
trials of inconclusive of incorrect with without

classifications classifications Classifier Classifier
265 5.6 % 0.7% 94% 8697 mps 168 mps

The results of these experiments are shown in the table above. Column 1
shows that there were 265 congestion events in all six trials combined. Column
2 shows the percentage of the congestion events for which the classification was
inconclusive (returning a probability of 50classifications generally occurred at
very low loss rates (i.e., less than 0.0001). Column 3 shows the percentage
of incorrect diagnoses (0.7 the classifier diagnosed the loss as being network
related when it was in fact CPU related. This again occurred at very loss rates.
Column 4 shows the percentage of times that the classifier diagnosed the loss
as being CPU related when this was in fact the cause (94 second when the
results of the classifier were being utilized (column 6), and when they were not
(column 7).

As can be seen, the diagnostic abilities of the classification mechanism were
quite good, correctly diagnosing the cause of data loss 94unsuccessful, it re-
turned an inconclusive rather than incorrect diagnosis in a vast majority of cases
(15 out of 17). These results also demonstrate that having a real- time clas-
sification mechanism can significantly improve performance when the cause
of data loss is contention for CPU resources (in fact, by orders of magnitude).
These are all very encouraging results.

7. Conclusions
In this paper, we have presented a highly accurate classification mechanism

that can distinguish between data loss caused by contention for CPU resources
from that caused by network contention at loss rates as low as 0.0001. We
have also shown that the classifier can be quite easily integrated into the control
structure of FOBS, an existing high-performance data transfer system for com-
putational Grids. We further discussed that the classifier is efficient enough to
execute in real time, incurring no reduction in the transfer rate when the data
sender is executing on a dedicated dual- processor node. Otherwise, we have
observed a performance penalty of approximately 12 price to pay when the
cause of data loss is largely CPU related.

One question that this research does not answer is how often data will be lost
due to contention for CPU resources. Given the highly dynamic nature of a Grid
environment, it is reasonable to think that contention for CPU resources can
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become problematic during the execution of a long-running application. In such
circumstances, the technology descried here could be quite useful. However,
if data loss were always caused by network contention, then this technology
would not be particularly helpful. Extensive monitoring of long-running Grid
applications may help to shed light on this question.
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Abstract Grid middleware usually makes use of several software modules that due to their
complexity and development approach may have some latent bugs and leaks.
These bugs can cause visible performance failures and undesired service crashes.
To cope with this sort of transient failures we present a proactive software rejuve-
nation approach that exploits the use of virtualization middleware. To prove the
effectiveness of our mechanism we decided to apply it to OGSA-DAI, a sound ex-
ample of a middleware that has been widely used in several Grid-related projects.
OGSA-DAI makes use of Tomcat/Axis as the SOAP container and Axis v1.2.1
suffers from memory leaks. When it is not configured properly these leaks will
result in a crash of the OGSA-DAI server. In this paper, we explain the appli-
cation of our rejuvenation scheme in this particular example and we show that
it is easy to get a software-based approach to improve the availability of a Grid
Service even when one of the underlying layers suffers from clear symptoms of
software aging. Our ultimate goal is to give a contribution for the techniques and
concepts that can be used to achieve dependable Grid services.

Keywords: Dependability, High-Availability, Software Rejuvenation, OGSA-DAI, Grid
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1. Introduction
Grid computing understands the usage of large scale and heterogeneous re-

sources in geographically dispersed sites. The target applications for Grid are
usually long-running. In those systems the overall MTBF (Mean-time-between-
failures) can be even lower than the total execution of a single application. It
is thus mandatory that Grid middleware should have some effective support for
fault-tolerance and mechanisms for high-availability, otherwise Grids cannot
be used.

Most of the failures that happen in nowadays systems are just transient fail-
ures that happen from time to time and can be potentially solved by some auto-
matic action of fault-tolerance. One scenario that is also expectable in complex
software systems, such as any Grid middleware, is the occurrence of software
aging. Aging is usually observed as a progressive degradation through time,
which can lead to system crashes or undesirable hang ups. This phenomena is
particularly troublesome in long-running applications, which can be found in
Grid environments. It has also been observed in telecommunication systems
[1], web-servers [2], enterprise clusters [3], OLTP systems [4] and spacecraft
systems [5].

The most natural procedure to combat software aging is the technique of
software rejuvenation [6]. Two basic approaches for rejuvenation have been
proposed in the literature: time-based and proactive rejuvenation. Time-based
rejuvenation techniques are widely used today in some real production systems,
such as web-servers [7]. Proactive rejuvenation techniques have been studied
in [3–4][8–9] and it is widely understood that this technique of rejuvenation
provides better results than the previous one, resulting in higher availability
and lower costs. In our previous work [17], we have presented a self-recovery
technique that makes use of virtualization. The main goal of the mechanism
is to avoid the occurrence of software aging by applying clean planned restarts
and replicated execution of application-services in different virtual machines
that will be running on top of the same physical server.

The main reasons for using virtualization middleware [10–12] in our solution
is to offer the chance for server consolidation and to support the compatibility at
the level of binary code: no re-compilation or dynamic re-linking is necessary to
port legacy application from physical machines to virtualized machines (VMs).

In this paper, we want to show how useful is our mechanism if we want
to apply it to Grid Services. To achieve this goal we present a case-study
using a very well-known grid middleware: OGSA-DAI. We present the default
performance behavior and the improvement using our self-recovery mechanism.

The rest of the paper is organized as follows: Section 2 presents an overview
about our case-study (OGSA-DAI). Section 3 presents some performance re-
sults taken in two different infrastructures. Section 4 describes our virtualized
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clustering approach to obtain dependable Grid Services. Section 5 presents
some new results with the application of our technique into OGSA-DAI and
the measured impact. Finally, Section 6 presents the conclusions of this paper.

2. An Overview about our case-study: OGSA-DAI
One of the most popular Grid middleware packages is OGSA-DAI [13], a

package that allows the remote access to data-resources (files, relational and
XML databases) through a standard front-end based on Web services specifica-
tion. The software includes a collection of components for querying, transform-
ing and delivering data in different ways, and a simple toolkit for developing
client applications. In a short sentence, OGSA-DAI provides a way for users
to Grid-enable their data resources.

The front-end of OGSA-DAI is a set of Web-services that in the case of
WSI require a SOAP container to handle the incoming requests and translate
them to the internal OGSA-DAI engine. This SOAP container is Tomcat/Axis
1.2.1. The detailed description of the OGSA-DAI internal is out-of-scope of
this paper. At the moment OGSA-DAI middleware is used in several im-
portant Grid projects [14], including: AstroGrid, BIoDA, Biogrid, BioSim-
Grid, Bridges, caGrid, COBrA-CT, Data Mining Grid, D-Grid, eDiaMoND,
ePCRN, ESSE, FirstDIG, GEDDM, GeneGrid, GEODE, GEON, GridMiner,
InteliGrid, INWA, ISPIDER, IU-RGRbench, LEAD, MCS, myGrid, N2Grid,
OntoGrid, ODD-Genes, OGSA-WebDB, Provenance, SIMDAT, Secure Data
Grid, SPIDR, UNIDART and VOTES. This list is clear representative of the
importance of OGSA-DAI and the relevance of this particular benchmarking
study.

3. Performance Study
In this section we present some performance figures of OGSA-DAI (version

WSI 2.2) taken with different configurations and workloads to have a better
view of its performance.

3.1 Experiments in Grid5000
In [16], the authors present a benchmarking study of OGSA-DAI. That study

has been made with the use of QUAKE [9], a dependability benchmarking tool
that was developed to evaluate the performability and dependability figures of
Grid and Web-Services. That study was conducted on Grid5000, an experimen-
tal platform dedicated to computer science for the study of grid algorithms, and
partially founded by the French incentive action “ACI Grid”. Grid5000 consists
of 14 clusters located in 9 French cities with 40 to 450 processors each, with
a total of 1928 processors. Most of the tests were executed on Grid Explorer
which is a major component of the Grid5000.
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Figure 1. Results with OGSA-DAI (WSI) application scope

One of the experiments was executed with the default configuration of OGSA-
DAI. It was conducted with 25 nodes, each one executing 100,000 requests. All
nodes were dual-processors AMD Opterons running at 2.0GHz with 2GB of
RAM, and each computer has a 80 GB IDE hard drive and a GigaEthernet net-
work interface card. The server was running with a Debian Linux Operating
system, with a kernel 2.6.13-5, including java 1.5.0, Tomcat 5.0.28, Axis 1.2.1
and OGSA-DAI WSI 2.2.

The results are presented in Figure 1. This experiment shows that the default
configuration of OGSA-DAI presents a quite stable level of performance. In that
configuration the OGSA-DAI Web-services are instantiated with application
scope. This means the service is instantiated only once and is shared by every
request of every different client. This is not the usual way of deploying Web-
Services unless the service is completely stateless or provides global data that
should be shared by all the clients. It is more common to instantiate the services
as session scope. This way it is possible to avoid sharing between different users
and it is possible to correlate different requests from the same user. However, if
we configure OGSA-DAI with session scope it is very prone to the occurrence
of software aging: not because there is any bug on OGSA-DAI, but because
it makes use of Apache/Axis (v1.2) that is known to be an unreliable SOAP
router due to the existence of internal memory leaks.

The results with session scope are presented in Figure 2. This result was taken
with a burst workload and we can observe a very unstable level of performance
leading to frequent suffered hangs up and crashes of the OGSA-DAI server.
Right to be truth, this only happens when the web-services are configured with
scope session. In application scope the internal leaks of Axis are not triggered
and the problem is not spotted in the performance figures of OGSA-DAI.

3.2 Experiments with a Local Cluster
In this sub-section we present some similar results that were collected in

a small cluster in the University of Coimbra. In these experiments we used
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Figure 2. Results with OGSA-DAI (WSI) session scope

a cluster of 5 machines: 3 running the client benchmark application, one for
the Database Server (Tania) and another server for the grid-services front-end
(Katrina). All the machines were interconnected with a 100 Mbps Ethernet
switch. The detailed description of the machines is presented in Table 1.

In Figure 3 we present the latency of the OGSA-DAI server when applying
different constant workloads of 1 request every 10, 20 and 30 seconds every
client. In Figure 4 is presented the latency with a burst workload. It can be
seen that in both cases the latency is completely unstable. Figure 5 presents the
throughput that is measured when applying a burst mode.

Katrina Tania Clients Machines

CPU Dual AMD64 Opteron
(2000MHz)

Dual Core AMD64
Opteron 165 (1800MHz)

Intel Celeron
(1000MHz)

Memory 4GB 2GB 512MB
Hard Disk 160GB (SATA2) 160GB (SATA2)
Swap Space 8GB 4GB 1024MB
Operating System Linux 2.6.16.21-0.25-

smp
Linux 2.6.16.21-0.25-
smp

Linux 2.6.15-p3- net-
boot

Java JDK 1.5.0 06, 64-bit Server
VM

1.5.0 06-b05 Standard
Edition

Tomcat JVM heap
size

1024MB

Other Software Apache Tomcat 5.0.28,
Axis 1.2.1 and OGSA-
DAI WSI 2.2

MySQL 5.0.18

Table 1. Detailed Machines Description

Figure 6 presents the memory usage of the Tomcat JVM. It can be seen that
the server starts to make a fast use of memory that is not made free by the Java
garbage collector. When the server starts to run in the memory limits it starts
to lose requests, as presented in Figure 7. If we want to use OGSA-DAI in
some real applications that would require a configuration of session scope in
the web-services front-end then this behavior is totally unacceptable.
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Figure 3. Latency with constant workloads Figure 4. Latency with Burst workload

Figure 5. Throughput performance Figure 6. OGSA-DAI Memory consumption

Figure 7. OGSA-DAI Requests missed during 1 hour with burst workload

OGSA-DAI WSI 2.2 is using of an unreliable SOAP router: Axis v1.2. Since
this SOAP module suffers from severe memory leaks it can clearly undermine
the reliability level of any Grid deployment based on OGSA-DAI.

The best solution is definitely to re-engineer the OGSA-DAI WSI imple-
mentation by making a new version or by using Axis v2, a more reliable imple-
mentation of SOAP from the Apache group. For the time-being we decided to
select the current WSI version of OGSA-DAI as a case-study. We applied our
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rejuvenation mechanism to this Grid middleware and we observed if it would
work effectively without changing any piece of the grid software. Next section
we presented a summary description of our mechanism.

4. A Rejuvenation Scheme by using Virtualized
Clustering

Our approach has been designed to use over any server or service. It is just
necessary to install a virtualization layer and install some software modules.
We have adopted XEN [15] virtualized middleware in our experiments, but
we may have used any virtualization middleware. On top of our virtualization
layer we create 3 virtual-machines: one VM to run a software load-balancer
(VM-LB); one VM to run the main OGSA-DAI server; and a third VM where
we create a hot-standby replica of the OGSA-DAI server. The VM-LB also
runs some other software modules that will be responsible for the detection of
software aging or other potential anomalies. When something anomalous is
detected this module will trigger a rejuvenation action. In this action we do
not restart the main server right away: we start the standby server, all the new
requests and sessions are sent by the LB to this second server. The session-state
is migrated from the primary to the secondary server and we wait for all the
on-going requests to be finished in the primary server. When we are able to
do this we can restart the main server without losing any in-flight request or
session state. We call this a “clean” restart. During that restart process no
in-flight request is lost, since we have a window of execution where we have
both servers running in active mode. When all the requests are finished in the
main server, then the server is restarted, as shown in Figure 8.

Figure 8. Virtualized Clustering for Server Rejuvenation process

For lack of space, we refer the interested reader about the details of this re-
juvenation mechanism to [17]. The most we can say is that the deployment of
this framework is straightforward and does not require any change to the appli-
cations or the middleware containers. They are also neutral to the virtualization
layer. Our scheme was applied to some other benchmarks in [17] and in the
next section we present the results collected with OGSA-DAI.
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5. Experimental results
To demonstrate the effectiveness of our rejuvenation mechanism we decided

to make a deployment of OGSA-DAI using our virtualized clustering scheme
followed by the installation of some software modules that provide the support
for anomaly and aging detection and the triggering of rejuvenation actions.
Since the problem of OGSA-DAI WSI 2.2 was spotted due to the memory
leaks of Axis1.2 we decided to configure our framework to trigger some planned
restarts depending on some thresholds of the memory usage. The memory use
is collected every 10 seconds and when the available memory falls down that
defined threshold our mechanism applies a clean and planned restart that, as a
matter of fact, does not produce any downtime to the OGSA-DAI service.

In Figure 9 and Figure 10 we present the latency and throughput figures.
First, we executed an experiment for one hour with 3 clients using a burst
distribution workload. In this case we used the normal version of OGSA-DAI,
with session scope.

Figure 9. Latency (normal execution) vs
Latency (with self-rejuvenation)

Figure 10. Throughput(normal execution)
vs Throughput (with self-rejuvenation)

Then we executed the same experiment but this time by applying our self-
recovery mechanisms based on proactive restarts of the OGSA-DAI server. Our
mechanism was configured to trigger a rejuvenation action when OGSA-DAI
memory usage achieved around 50% of maximum memory usage (1024MB).

In Figure 11 we present the graph with the memory usage from one of servers.
The graph clearly shows the moments in time when a rejuvenation action is
triggered. In Table 2 we present more detailed numbers. We can observe that
our approach achieve a very acceptable performance without any disruption of
the service. Our approach was able to achieve a better throughput and latency
than the default OGSA-DAI without missing any request. This proves the
effectiveness of our scheme: we have been able to increase the availability and
the performance of a Grid-Service that suffers from internal memory leaks in
the SOAP layer. Our scheme brings a contribution for dependability.
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Figure 11. Memory Usage Performance using Self Recovery mechanism

Avg. Latency Avg. Throughput Avg. Memory Usage Miss Requests

OGSA-DAI (normal
version)

29013,2 ms 0,105 req/s 1100784,4 Bytes 25

OGSA-DAI (with
self-rejuvenation

9049,5 ms 0,345 req/s 313384,0 Bytes 0

Table 2. Detailed results from 1 hour of execution

6. Conclusions
In this paper, we have presented the application of a self-healing mechanism

that was developed by us in a case-study of a Grid-Service: OGSA-DAI. The
normal version of this middleware suffers from some aging problems due to
the use of Axis v1.2. The resulting performance is really unstable and we have
been able to spot some undesired hang-ups when applying a burst distribution.
We decided to apply our rejuvenation mechanism based on the thresholds alerts
in the memory usage and we have been able to increase the availability and
performance of OGSA-DAI without incurring in any additional investment of
hardware: it is only necessary to install a virtualization layer and a set of
software modules that provide support for self-recovery actions. The results
presented in this paper clearly show the potential of our approach to achieve a
dependable grid service.
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